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discutable) une réussite inspirante. Merci donc de participer à ce jury et de lui donner une
petite coloration d’écologie.
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des Forêts, en promettant de ne plus m’occuper d’application en génomique. Avant même
mon premier jour dans ce nouveau poste, Eric Parent m’avait proposé de l’accompagner à
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m’avais si longuement expliqué qu’il était hors de question que tu passes ta vie à appuyer
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créer des groupes scientifiques avec des noms qui font notre fierté1 et puis on y prend plaisir.
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et Jean-Louis pour leur relecture du manuscript2. Merci Sébastien pour nos discussions
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sarcastique, toujours mesuré et précautionneux, opérationnel dès le matin. Sur un plan plus
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Chapter 1

Introduction

I have enrolled for a PhD in Probability in 19991, with a mathematical background but the
ambition to work at the interface between Mathematics and Biology. My initial interests
focused on the development of methods for biological sequence analysis and then turned to
the development of methods for movement ecology or population monitoring.

I define myself as a researcher in statistics working at the interface with biology. I find it
particularly exciting to formalize a biological problem into a probabilistic or statistical prob-
lem, build up some mathematical answers and then being able to come back to biologists
and propose some concrete solutions (which usually requires a few trips back and forth).
Obviously, the proposed formalization and the probabilistic tools involved are deeply influ-
enced by my research background and in progressing through this document it will become
evident that continuous time Markovian processes play a predominant role in my approach
to the biological questions of interest.

I would like to mention that the research activities, I will describe in this document,
are the results of my interests for sure, of some opportunities certainly, and also, for an
important part, the result of my interactions with amazing colleagues (with whom I have
worked in laboratories that deserve the label ’Great place to work’). I started my research
journey in a mathematical lab, under the supervision of Pierre Vallois who taught me how
important it is to propose a clear mathematical formulation of a problem and how the fine
properties of stochastic processes are important to solve applied questions. I had then the
chance to spend 18 months in the ’Statistics and Genome’ lab and work with Bernard Prum
who was an amazing pedagogue and researcher. He was not only an excellent statistician,
but also had an extensive comprehension of biological mechanisms. He had a talent to
interact with researchers from other disciplines, and also with students. Thanks to him, I
have understood that there was no opposition between applied and theoretical statistics but
some sort of continuum and we were free to choose different positions on this continuum
depending on our objective and personal interests. He also showed me how fun it is to teach
mathematics to students from different fields and how to help them to overcome their fear

1As I started the writing of this document, I went back to my PhD thesis and read the introduction
again : the third sentence stated that the human genome was about to be achieved! I suddenly realized that
I should hurry up if I expect to finish this ’Habilitation à diriger des recherches’ before the human genome
is fully understood. Fortunately it takes longer to understand the genome than to read it.
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CHAPTER 1. INTRODUCTION

of mathematical formulas by illustrating them with careful chosen examples. I have spent
more than 10 years in the MIA Paris lab where I have found a very inspiring and inclusive
environment. This lab is full of talented and inspiring scientists, at different position of the
continuum I mentioned before. But more than this collection of smart people, this lab is the
place where you enjoy to come and where the collaborations between people are natural. I
have written papers with almost half of the people of the labs and I’m still collaborating
with them and I have always a tremendous pleasure to visit this lab. I arrived 4 years ago
in the statistical team of IRMAR in Rennes and again I have been lucky enough to meet
very nice colleagues, from which I’m starting to learn statistical learning but also the power
of exploratory multivariate data analysis. These colleagues have been supportive enough to
convince me to finally write this Habilitation.

The purpose of this last paragraph was to highlight that my research activities has
benefit of many different influences that I have tried to process but as a (soon to be) famous
researcher remarked to me2, ’Les chiens ne font pas des chats’3 and the researcher I have
become is (at least partially) the product of these different influences.

1.1 How can stochastic modeling contribute to biol-

ogy?

As a young PhD student (and still is today), I was convinced that my research should
have direct applications. The choice of applications in biology was initially a question
of opportunity, and I could also have worked at the interface between mathematics and
finance4. But it turned out that I found biology fascinating and I realized the need for
methods to help analyze the complex phenomena that biologists were trying to understand.
The Oxford dictionary defines Biology as The study of living organisms, divided into many
specialized fields that cover their morphology, physiology, anatomy, behavior, origin, and
distribution. I have focused mainly on two aspects of this field: genomics and ecology.

The denomination genomics appears in 1986 [Yad07] and stands for the science which
studies the structure, function and evolution of genomes and proteins. This field has become
more and more prominent in the last decades and has been at the origin of major advances
in medicine, vegetal and animal production. This progress has been made possible thanks
to research at the interface between different disciplines such as biology, physics, computer
science and mathematics. As part of the methodological development in genomics, we found
the works around the detection of patterns in biological sequences. This specific issue in the
field of genomics has been examined using computational and algorithmic methods and/or
probabilistic methods: BLAST software, as an example, is a powerful tool for sequence
alignment and uses a stochastic model of sequences to evaluate the statistical significance
of local alignment scores based on Karlin, Dembo, and Kawabata [KDK90] work.

2Pierre, I mean you!
3Literally ’Dogs don’t make cats’ or more accurately ’Apple does not fall far from the tree’.
4Actually no, I’m kidding!
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1.1. HOW CAN STOCHASTIC MODELING CONTRIBUTE TO BIOLOGY?

Ecology is the branch of biology which studies the relationships between organisms
and their environment. The increase in the world’s human population and urbanization
are leading to major changes in land use and land cover [Gri+08]. As a consequence the
threats on biodiversity are also growing [Höl+10; WK10; Gal+14]. The conservation of
biodiversity and the sustainable management of exploited populations are therefore major
societal challenges. In this document, I focus on two specific aspects of conservation at
the population status assessment stage: understanding the use of space by individuals and
monitoring the abundance of a population. Movement and abundance evolution involve
complex systems that are :

� multi factorial,

� highly variable,

� dynamic,

� and might not even be directly observable.

Stochastic modeling is an interesting entry to progress in the understanding of these
systems and/or help in the prediction of their evolution.

1.1.1 How to propose relevant models?

Proposing and studying a model for a new biological question is always a trade-off between
two contradictory desires:

� the desire to propose realistic model,

� the desire to propose tractable model.

The compromise between these two conflicting desires must be driven by the end use of
the model:

� Going for a simple model allows to explore its mathematical properties from a the-
oretical prospective. Beyond the mathematical interest of such an exploration, it is
useful to propose the correct statistical test or an efficient computational algorithm. A
good illustration is undoubtedly the Wright-Fisher’s model and Kingman’s coalescent
[Kin82]. Despite its apparent simplicity it has given rise to a great deal of research
in probability ( [Tav84; TV+09; Fu06] among many others) but is also widely used
to test different hypotheses concerning heredity mechanisms in different populations
[DT95; Fu96].

� When biological knowledge has already identified important drivers for different mech-
anisms, the proposed models must account for them. This often leads to more complex
models for which the issue is not so much the study of the mathematical properties
but rather to propose efficient, preferentially unbiased, estimation methods that can
be used in practice.
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CHAPTER 1. INTRODUCTION

The real life of an applied statistician working with biologists and ecologists is some kind
of nice but mostly unpredictable journey between models with different level of complexity
depending on the question of interest.

1.1.2 Statistical or mechanistic model?

For a long time, there has been a dichotomy between statistical models which are more
adequately named phenomenological models in opposition to mechanistic models. Following
[Bol08], the first modeling framework concentrates on observed patterns in the data, while
the second one focus on the underlying processes which are responsible for the pattern in the
data. Mechanistic models were argued to exhibit better predictive performance especially
in a context of a changing environment [Eva12]. However, some mechanistic models tend to
represent any single process and might lead to incredibly large models. As a consequence, the
estimation of the many parameters involved in such models is challenging, if not impossible
(due to the unidentifiability of the model, the lack of informative data or both ), and the
benefit of the approach is lost. However, the strict boundary between the statistical model
and the mechanistic model that existed tends to be blurred and the two approaches can be
reconciled within models integrating different components.

The main purpose of the models I have considered so far has been to understand (and
more rarely to predict), potentially unobserved, biological processes. These models usually
have a mechanistic as well as a statistical component, and I will use the generic term
stochastic models throughout this document.

1.1.3 The connection with ecologists

In his Habilitation thesis, my colleague Mathieu Emily [Emi16] mentioned the forward-
backward algorithm of biostatistics. Working with genome wide association studies, he meant
that new technological developments were opening up new biological questions; this new
type of data gave rise to new needs in terms of statistical methods. Although technological
change is somewhat slower in ecology5 than in genomics, I will borrow his terminology to
emphasize the needs of close interactions between statisticians and their field of applications.
Biological questions will feed into new research questions in statistics (more generally in
mathematics), as progress in mathematics can itself open up new questions in biology. This
close relationship

� enables statisticians to understand the biological issues and the data collected and
thus to propose suitable models for which only biologically reasonable (as much as
possible) simplifications are proposed,

� is an opportunity to suggest new issues for which the statistician has identified relevant
approaches or tools,

5Even if movement ecology is experiencing fast technical development.
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� sometimes takes the statistician into the field to assist6 in the data collection and
assures him or her to remain humble.

1.2 The key ingredients

Proposing suitable methods for analyzing biological data requires an understanding of the
issues but it also requires the use of relevant probabilistic tools and methods. Most of the
problems I have studied so far, have a temporal and/or a spatial component, so naturally
I have focused on the study of stochastic processes. My initial training in probability
and, undoubtedly, the great influence of my PhD advisor, Pierre Vallois, allowed me to
appreciate the richness of Markovian models. These models, both flexible and with well
known mathematical properties, are not only relevant in many applications but also offer
the potential for theoretical or methodological results and thus the development of efficient
estimation methods.

These models lack to accommodate abrupt changes in dynamics. The use of hidden
component in the modeling approach is one possible approach to address the issues of
regime switching and more generally, hidden (also called latent) layer is the cornerstone of
Hierarchical modeling which is now a standard in statistical ecology. Hidden (potentially
Markovian) variable models are a major research topic of the MIA Paris team in which I
spent more than 10 year.

Stochastic Markovian processes and hierarchical model are the two key ingredients of
my research.

As I will detail later, this document is organized by field of applications, however, most
of the stochastic processes are common to the different application fields and I decided to
include their presentation in the introduction.

1.2.1 Markovian Stochastic processes

Spatial organization along the genome induces potential dependence just like the dependence
one would expect to observe when studying displacement.

This section introduces the different Markov processes that will be used in the next
chapter. A very nice and complete introduction to these processes can be found in Karlin
[Kar14] and Karlin and Taylor [KT81].

A homogeneous Markov chain on a finite state space S , X := (Xn, n ∈ N), is a
discrete time model which verifies for all (i, j) ∈ S 2 the two following properties:

P {Xn+1 = j|X0 = i0, . . . , Xn−1 = in−1, Xn = i} = P {Xn+1 = j|Xn = i} (Markov),

= P {X1 = j|X0 = i} , (Homogeneity).

The matrix P = (pij)(i,j)∈S 2 , where pij = P {Xn+1 = j|Xn = i} is called the transition
matrix.

6dare I say participate
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CHAPTER 1. INTRODUCTION

The sojourn time in state i, defined as min {n,Xn ̸= i|X0 = i}, follows a geometric distri-
bution with parameter pii and the sequence of sojourn times forms a sequence of independent
random variables (rv’s). This property might have consequences and will be discussed in
the Chapter 3.

As I will attempt to illustrate throughout this document, it is often more relevant from
a conceptual and computational point of view to consider continuous-time processes. X :=
(Xt, t ≥ 0) is a continuous time homogeneous Markov chain on a finite state space
S if

P
{
Xsn+1 = j|Xs0 = i0, . . . , Xsn = i

}
= P

{
Xsn+1 = j|Xsn = i

}
= Pij(sn+1 − sn).

Similarly to discrete time Markov chain, a continuous time Markov chain can be defined
through its transition function P (.) = (Pij(.))(i,j)∈S 2 .

Pij(s) = P {Xs = j|X0 = i} .

Equivalently, as found in Theorem 2.8.2 in Norris [Nor98], it can be defined through its
infinitesimal generator Q:

Q = lim
h→0+

P (h)− I

h
=


−q1 q12 q13 . . . q0S
q21 −q2 q23 . . . q2S
...

. . . . . . . . .
...

...
. . . . . . qS−1S

qS1 . . . . . . qS S−1 −qS

 , (Eq 1.2.1)

with qij ≤ 0 for all (i, j) ∈ S 2 and qi =
∑

j∈S ,j ̸=i qij. As for the discrete time model,
the sequence of sojourn times is a sequence of independent rv’s. The sojourn time in state
i follows an exponential distribution with mean 1/qi. In Chapter 2, we will consider a
continuous time Markov chain to model the alterations in a cohort of patients.

A large part of my work makes use of continuous time processes defined on a continuous
state space. Brownian motion (BM) is to stochastic processes what normal variables are
to random variables. There exist many definitions or constructions of the Brownian motion.
Following Revuz and Yor [RY13], a one-dimensional standard Brownian motion is defined
as an almost surely continuous process W = (W (t), t ≥ 0) with W (0) = 0 and independent
increments such that for each t, the random variable Wt is centered, Gaussian and has
variance t. A d-dimensional Brownian motion is defined as d−collection of independent one
dimensional Brownian motion. I will use the same notation W all over this document for
both one and d-dimensional Brownian motion. The process W µ := (W (t) + tµ, t ≥ 0) is
named Brownian motion with drift.

When analyzing movement data, it is often simpler to propose a model for the speed than
a model for position. Nevertheless, speed can be influenced by the environment in which
the individual is located and therefore by his position. We therefore seek for a model linking
speed and position, which is the classical situation of differential equations. The stochastic
analog of differential equation is Stochastic Differential Equation (SDE). The integration
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has to be understood in the Itô’s definition (a very gentle and practical introduction of SDE
is given by Iacus [Iac09]). A process X is said to be a weak7 solution to a SDE, if there
exists a probability space where X verifies:

X(t) = X(0) +

∫ t

0

b(X(s)) ds+

∫ t

0

σ(X(s)) dW (s).

The SDE is mostly presented with the corresponding differential form:

dX(s) = b(X(s)) ds+ σ(X(s)) dW (s), (Eq 1.2.2)

the initial condition X0 can be a constant or a rv (independent of the σ-algebra associated to
W ). As the drift and diffusion terms do not depend on time, the solution is homogeneous in
time. The existence of a weak solution is guaranteed under some mild regularity conditions
for b and σ, and the solution is a Markovian continuous time process. However, the transition
density of this process is in general unknown. The question of the estimation of such
processes will be examined in section 3.3.3.

The Brownian motion with drift W µ defined before can also be defined as the solution
to the following SDE:

dX(s) = µ ds+ dW (s), X(0) = 0.

As already mentioned, among the class of processes defined to be the solution to a
SDE, few have explicit transition densities function but so is the one dimensional Ornstein
Uhlenbeck (OU) process, Uµ,U0

τ,σ , defined as the solution to the following SDE:

dX(s) = −τ (X(s)− µ) ds+ σ dW (s), X(0) = U0, τ > 0. (Eq 1.2.3)

It can also be defined as the unique continuous Gaussian process whose covariance func-
tion verifies:

Cov
(
Uµ,U0
τ,σ (t), Uµ,U0

τ,σ (s)
)
=

σ2

2τ
e−τ(t−s)

(
1− e−2τs

)
, 0 ≤ s < t.

The transition density function of this homogeneous continuous time continuous space
Markov model, is a known normal density function:

Uµ,u0
τ,σ (t) ∼ N

(
µ+ e−τt(u0 − µ), (2τ)−1σ2(1− e−2τt)

)
,

and as a consequence the simulation and the estimation of this process is straightforward.
This process also admits a unique normal stationary distribution centered in µ with

variance (2τ)−1σ2. In Chapter 2, we focus on a specific unit variance stationary OU process,
U τ solution to:

dUτ (s) = −τUτ (s) ds+
√
2τ dW (s), Uτ (0) ∼ N (0, 1), τ > 0. (Eq 1.2.4)

To conclude, this collection of stochastic processes open a wide variety of modeling
possibilities, however individual movement tend to present non stationnarity and it can not
reasonably be modeled as a single Markov process.

7A more formal definition of stochastic differential equations and the difference between strong and weak
solutions can be found in Karatzas and Shreve [KS98].
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1.2.2 Hidden variables

Biology and ecology involve systems with complex structures whose responses to different
drivers occur at various scales of time and space. Most often, these systems are only par-
tially observed and the data resulting from these observations exhibit complex dependency
structures. One of the challenges of stochastic modeling lies in developing parsimonious
models that account for these dependencies. The use of hidden variables makes it possible
to represent these dependencies by combining simple elements that are only partially ob-
served. The simplest example of hidden variable model is probably the linear mixed model.
This model has been widely used, by instance, in genetics where linear mixed models are
used to quantify the variation of a phenotypic trait in the population and also to account
for kinship relationship among individuals. A classical formulation of a mixed effect model
is given by

Y =Hθ +ZX8 + E, X ∼ Np(0, σ
2
XId), E ∼ Nn(0, σ

2In),

where

� Y is a vector of dimension n and stands for the phenotypic trait of interest measured
on n individuals,

� H is the design matrix of the fixed effects, those effects being captured by θ,

� Z is the design matrix of the random effect (indicating the linkage relationship by
example), captured by the Gaussian vector X (X being understood in this context,
as the unknown traits inherited from the relatives).

Conditionally on X, the vector (Yi)i=1,...,n are independent variables but as X is not
observed, the structure of dependence for the vector Y is more complex. In this example,
two independent Gaussian vectors are sufficient to represent complex dependency in the
observation. The dependency between these n observations is explained by the dependency
induced by Z and the unobserved variable X.

Models involving hidden variable, often referred to as Hierarchical models, are quite com-
mon in biology and have been growing more and more popular in ecology. The terminology
of hierarchical modeling has been introduced by Berger [Ber85] and stands for the technique
consisting in the decomposition of high-dimension problems into a series of smaller models
linked through a collection of hidden variables. Hierarchical modeling has become increas-
ingly important in the last 20 years, especially in the domain of environmental science and
will be detailed more precisely in Chapter 4.

The estimation of such models raises some specific issues. In general, the model is built
so that the joint probability distribution pθ {X,Y } of the hidden X and observed variables
Y is easily defined. The likelihood could be derived by integrating over the hidden variables,
it is however prohibitively time-consuming with a brute-force approach. The estimation of

8In Chapter 3, X will be used to denote the hidden variables, therefore, I have chosen to fix this notation
from the beginning even if it is quite unorthodox in the context of linear model.
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such models is mostly addressed either using the Expectation Maximization (EM) algorithm
introduced by [DLR77], either in a Bayesian framework. The EM algorithm consists in
optimizing iterately the expected value of the complete-data log-likelihood ln pθ {X,Y }
with respect to the unknown hidden variable X, given the observed data Y , that is, at
iteration i, the aim is to maximize the function Q defined as :

Q(θ, θ(i−1)) = Eθ(i−1) {ln pθ {X,Y } |Y } .
This algorithm converges to a local maximum of the log likelihood. In some specific case,
the conditional distribution of X given Y has an explicit form (as in the random effect
model for example), but it is also quite common to use Monte Carlo methods to estimate
Q which implies being able to develop efficient algorithm to sample from X given Y . This
aspect is developed in Chapter 3 in the context of SDE observed with noise. Bayesian frame-
work considers parameters as random variables and the estimation intends to characterize
the target distribution, i.e. the distribution of the parameters given the observation Y .
Except in very simple models, this distribution is not available analytically and simulation
approach are used to produce samples from the hidden variables and the parameters as well.
Although there exist non iterative algorithm (Importance sampling see Robert [Rob05] by
instance), most algorithms represent the target distribution as the stationary distribution
of a Markov model and thus propose an iterative simulation of the target distribution. It is
quite common to update the set of parameters given the hidden variables and then update
the hidden variables given the parameters, especially in dynamical models. Thus the prob-
lem of sampling from the hidden states given the parameters and the observed variables is
present in both a frequentist and a Bayesian approach. In the specific case, where the hidden
variables belong to the Markov Gaussian processes family, [RMC09] have proposed the In-
tegrated Nested Laplace Approximation, a very efficicient method to replace the prohibitive
integration by a very good approximation. This method is now widely used as Gaussian
Markov fields are flexible enough to account for different sort of spatial dependence and or
temporal dependance.

However Gaussian Markov processes are not suitable to model abrupt changes in time
series and Hidden Markov Models (HMM) are classically used to addressed this sort of het-
erogeneity in time [ZML17]. HMM are a two layers models with X an unobserved discrete
space Markov chain whose state rules the distribution of the observed second layer Y . This
class of model is used to propose switching model as illustrated for a movement model in
Figure 3.9. HMM are one specific example of hierarchical modeling approach. Hierarchical
models raise some specific estimation issues as the likelihood has to be integrated over all
possible hidden state, which is often prohibitively time-consuming with a brute-force algo-
rithm. In the case of the HMM, the likelihood is efficiently computed thanks to the forward
backward algorithm. The likelihood can therefore be numerically optimized, nevertheless
the optimization of the likelihood is rather carried out by the Expectation Maximization
(EM) algorithm [DLR77] or one of its variation. This iterative algorithm proposes a method
to increase the likelihood without the need to calculate it. Its implementation implies the
calculation of expectation on the laws of the hidden variables conditionally to the observed
variables which are named smoothing distribution in the context of HMM. Those aspects
are developed in Chapter 3.
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1.3 Structuration of the thesis

A presentation organized by field of applications or by statistical objects has been the
object of a long dilmena. However, since the applications have often been at the origin of
my research, I have chosen to preserve this way of thinking about my work right up to the
presentation. This document is therefore structured into three main parts.

The first part, presented in Chapter 2, describes my contributions to the detection of
atypical portions in the genome. These questions were at the origin of my PhD thesis,
during which I worked under the supervision of Pierre Vallois and in collaboration with
Jean-Jacques Daudin, who suggested the original problem. From a practical point of view,
I have been interested in quantifying to what extent a portion of a signal (a DNA segment
for example) is atypical. The first acceptance of the word atypical can be introduced
as follows. When considering a single sequence, each element of the sequence of interest
(DNA, RNA or proteins for example) is assigned a score, defined according to biological
knowledge. A scored sequence can then be modeled as a sequence of random variables
whose values lie within a finite subset of R. The score of a sequence being defined as the
sum of the scores of the elements that make it up, we are interested in the distribution of
the local score: the maximum score reached over all the possible subsegments. A segment is
considered atypical if its local score is significantly high. The exact distribution of this test
statistic being computationally demanding [MD01], we proposed to study its asymptotic
distribution under different null models. Genomics is a highly technical field of research,
and new technology opens new research challenges. The Comparative genomic hybridization
(CGH) profiles measures the quantity of genetic materials along the genome Michels et al.
[Mic+07] proposed a review of methods using comparative genomic hybridization (CGH)
profiles to understand oncogenesis in a variety of cancer. An alteration of a CHG profile, is
a subsegment which exhibits more (or less) genetic material than expected. Detecting this
sort of segment shared by a cohort of patients which suffer from the same disease, is a way
for the understanding of disease mechanism. This leads to a second acceptance of the
word atypical. A subsegment will be considered as atypical, if it is long enough and altered
in a large proportion of patients. I started to work on this question as the result of a coffee
break discussions with Stéphane Robin and Gabriel Lang, two colleagues from MIA Paris.
I immediately offered Pierre Vallois to join the project as I knew for sure that he will enjoy
this subject. The funny aspect is that the exact same problem was also given attention
by Laurent Decreusefond in a context of telecommunication network, at the exact same
moment and we are now working together on this question. I have examined the question of
the atypicality when the unique sequence of interest is large to characterize the asymptotic
distribution and, thanks to the Donsker theorem, this consists in a fine study of Brownian
paths properties. When considering a cohort of patients, we have proved that the process of
interest converges to an Ornstein Uhlenbeck when the size of the cohort increases. We also
proved that the event of interest can be reformulated in terms of the length of the longest
excursion above a given threshold. Finally thanks to the study of the Ornstein Uhlenbeck
we propose a Monte Carlo methods to compute the probability of this event.

The second part of this thesis focuses on the use of stochastic processes for movement
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ecology, the field of ecology that studies the link between animals movement and envi-
ronment. Movement ecology has experienced a shift in the two last decades thanks to
affordable Global Positioning System (GPS) device and their miniaturization. From the
first radio collars on grizzly bears from Yellowstone National Park in the 1960s [CC72], the
size of the datasets has tended to grow rapidly (a recent study on Adult homing Pigeons,
has followed 176 pigeons, corresponding to a total of 8 millions of relocations, [Sch+18]).
The link between movement, individual internal states and environment has been formal-
ized by Nathan et al. [Nat+08]. Therefore three of the major questions currently addressed
with telemetry data are a) how individuals use space, b) can we infer internal states from
tracked movement c) how the use of space is linked to the internal states? These questions
were the occasion for various collaborations with colleagues from AgroparisTech (Julien
Chiquet, Maud Delattre, Sophie Donnet, Emilie Lebarbier), Agrocampus Ouest (Etienne
Rivot), from IFREMER (Stéphanie Mahévas) or from the Centre d’écologie Fonctionnelle
et Evolutive (Simon Benhamou) but they were also an opportunity to collaborate with en-
ergetic PhD students (Rémi Patin) and even a memorable PhD thesis co-supervision (Pierre
Gloaguen). With those great partners, I have developed and I’m developing methodological
work to provide analytical tools to ecologist to answer these questions. I have proposed
different stochastic dynamical models to represent the movement, including hidden vari-
ables to link movement with internal states. In my most recent work, I have been focused
on continuous-time stochastic models such as stochastic differential equations. The choice
between continuous and discrete models is a matter of debate [McC+14]. I am convinced
that despite their apparent complexity, continuous time models provide an interesting ap-
proach not only because it raises interesting statistical questions (estimation of, potentially
partially, observed SDE, smoothing algorithm, pseudo likelihood estimation of SDE) but
also because it allows to differentiate the movement model from the sampling process and,
as such, to combine data with different sampling strategy.

The final chapter brings together my works on models for abundance monitoring. In con-
trast to data obtained from controlled experiments, abundance monitoring data often suffer
from problematic characteristics from a statistical point of view that might be adequately
addressed by using Bayesian approaches and hierarchical modeling [Cla05]. Thanks to Eric
Parent, and in collaboration with Liliane Bel from AgroParistech, Etienne Rivot from Agro-
campus Ouest and Hugues Benôıt from Fisheries and Oceans Canada, I have been involved
in the supervising team of two PhD students, Sophie Ancelet and Jean-Baptiste Lecomte.
These thesis were the opportunity to propose models that accommodate zero inflated data
with complex dependence structure mainly due to spatial structuration. Commercial fish-
eries data, not only exhibit the previously mentioned characteristics but also suffer of non
random sampling design. I am now co supervising Baptiste Alglave PhD thesis who focus
on developing models coupling commercial and scientific fisheries data, taking preferential
sampling.

I would like to finish this introduction of my thesis by mentioning that at many occasions,
I have collaborated with biologists and ecologists for occasional help in statistics or expertise.
Those opportunities to contribute to ecological or biological developments have directly or
indirectly contributed to my statistical developments. Likewise, the expert appraisals or

11



CHAPTER 1. INTRODUCTION

participation in stock assessments have been an opportunity to discover the final aspects of
my research and to contribute to its social value. Although these aspects are not developed
in this document (they only appear in my publication list), they have been central in defining
my identity as a researcher in applied statistics for biology and it is important for me to
mention them.
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Chapter 2

Stochastic processes and the
detection of abnormal regions in
biological sequences
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Genomics and Proteomics are interdisciplinary fields of biology focusing on the study
of the structure, function and evolution of genomes and proteins. One entry of those sci-
ences is the study of the DNA, RNA sequences or proteins to assess similarity between
sequences, predict the 3D structures of proteins, detecting atypical portions of genomes,
etc ... This chapter is devoted to the presentation of two different probabilistic methods to
detect atypical segments in biological sequences.

The definition of an atypical segment differs according to the context. Although the pri-
mary motivation arises from biology, the question of detecting atypical segments in sequences
concerns many different fields such as telecommunication [FM06] or financial markets. I first
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CHAPTER 2. STOCHASTIC PROCESSES AND THE DETECTION OF
ABNORMAL REGIONS IN BIOLOGICAL SEQUENCES

focused on the detection of atypical segments within a sequence, atypicity being measured
thanks to a scoring scheme. This question has led to the study of the local score, a process
defined to model the maximal score, maximum being taken over all subsegments (Equation
Eq 2.1.2). The distribution of the local score under some null model is a corner stone in the
construction of a statistical test1.

Recently, I have been working on the question of atypical segment again, but with a
different perspective. Considering the genomic profiles of a cohort of patients, a segment
will be considered as atypical if this portion of genome is altered (i.e presents an excess or
a loss of genomic material) in a large proportion of patients.

These two questions are studied in an asymptotic framework: long sequence or large
cohort depending on the context and they are both addressed through the study of the
properties of two continuous time Markov processes: the Brownian motion and the Ornstein
Uhlenbeck process.

The first section of this chapter presents the main results obtained on the local score
while second section presents ongoing work devoted to the analysis of atypical segments
shared among several sequences.

2.1 The local score for detecting atypical behavior within

a sequence

In the genomic context, a sequence is modeled as a sequence of random variables taking
values in a finite alphabet A , for example A = {A, T, C,G} when studying DNA sequence,
{0, 1} in the context of SNPs, or A the list of the twenty amino acids. This sequence
is equipped with a scoring scheme reflecting such desirable properties. An example of a
scoring scheme is given in Table 2.1, where each amino acid is associated to a numerical
value reflecting its Hydrophobicity (see [KDK90] for different examples); a scoring scheme
is just a mapping from A to R. The sequence of interest X = (Xk, k ≥ 1) is the result of
this mapping and, as so, is a sequence of real valued random variables, the index k standing
for the position in the sequence. In other context Xk could be the load of a network, or the
price of an asset.

2.1.1 Definition of the local score

The score of a segment starting at position i up to position j is defined by

Si:j :=

j∑
l=i

Xl, S0 = 0. (Eq 2.1.1)

For simplicity, the score S0:i will be simply denoted by Si.

1Although the local score is also used in the context of sequence alignment (between two sequences as
in [Wat95], or matching a sequence against a database in [Alt+90]), I won’t address this question in this
thesis
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2.1. THE LOCAL SCORE FOR DETECTING ATYPICAL BEHAVIOR WITHIN A
SEQUENCE

The local score is the maximum of the scores over all possible segments and is defined
by

Hn := max
1≤i≤j≤n

Si:j, (Eq 2.1.2)

The local score terminology is dedicated to the applications in genomics, and few mention
can be found in other domain of applications. The local score can also be defined as the
maximum of a Lindley process, as in [MD01; DM99]:

Hn = max
1≤i≤j≤n

(Sj − Si−1) = max
1≤j≤n

(
Sj −min

i≤j
Si−1

)
= max

1≤j≤n
S̃j, (Eq 2.1.3)

where S̃j := (Sj −min1≤i≤n Si−1) is the Lindley process.
In the context of queuing theory, the terminology of the maximum of a Lindley process

is preferred and it represents the longest waiting time experienced by the nth customers
arrived in the queue [Igl+72].

Illustration with the human Hemoglobin subunit zeta Proteins are made up of
an assembly of 20 base amino acids as illustrated in Table 2.1 for the human Hemoglobin
subunit zeta. Different scales are available to measure the hydropathic character of each
amino acid, by instance [KD82] proposes the scale presented in Table 2.2. The hydropathic
character of a protein is important to understand its function. In particular Intercellular
membrane proteins (IMP) represent a class of proteins located in the lipid bilayer of a cell
membrane. Those proteins are characterized by the existence of one or several hydrophobic
segments. The local score represents the score of the most hydrophobic segment. The
distribution of the local score under some null model allows to build a statistical test to
assess the significance of the hydrophobic character of a subsegment.

10 20 30 40 50

MSLTKTERTI IVSMWAKIST QADTIGTETL ERLFLSHPQT KTYFPHFDLH

60 70 80 90 100

PGSAQLRAHG SKVVAAVGDA VKSIDDIGGA LSKLSELHAY ILRVDPVNFK

110 120 130 140 150

LLSHCLLVTL AARFPADFTA EAHAAWDKFL SVVSSVLTEK YR

Table 2.1: The amino acid sequence of the human Hemoglobin subunit zeta as found in
https://www.uniprot.org/uniprot/P02008

Figure 2.1 presents the different key processes involved in the definition of the local score
illustrated with their realizations for the Hemoglobin subunit zeta and the hydrophicity
scoring scheme.

First consider the partial sums S and the corresponding running minimum (mini≤n Sn)
which is, by definition, a non increasing process. The corresponding (Lindley) process S̃
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R K D E N Q H P Y W
-4.5 -3.9 -3.5 -3.5 -3.5 -3.5 -3.2 -1.6 -1.3 -0.9

S T G A M C F L V I
-0.8 -0.7 -0.4 1.8 1.9 2.5 3.7 3.8 4.2 4.5

Table 2.2: Hydrophocity scale as given in [KD82] for every of the 20 amino acids, high value
corresponding to hydrophobic amino acids.

is the highest score achieved by a segment finishing at position n. The supremum of this
process defines the local score H . The local score at position n, Hn, is the highest score
reached by a segment ending before position n.

−20

0

20

40

60

0 50 100
position

Sn mini≤n Si S
~

n Hn

Figure 2.1: Hydrophobicity measure of the Hemoglobin subunit zeta. The partial sums
process (Sn) is in green and the corresponding local score process in red. The processes in
yellow represents the running minimum of (Sn) while the Lindley process S̃, corresponding
to the highest score of a segment finishing at position n is in blue. The segment which
achieves the highest score starts at position 61 up to the end of the sequence.

Does this score reveals some organisation in the protein structure? Proposing a statistical
test to answering this question implies to specify the distribution of the local score H =
(Hn, n ≥ 0) under some null hypothesis.

2.1.2 Existing results

When X is a sequence of independent and identically distributed (i.i.d) integer valued
random variables, denoting by Fn the cumulative distribution function, Daudin and Mercier
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SEQUENCE

[DM99] proved that
Fn(a− 1) = P ⊺

0Π
nPa, ∀n ≥ 1,∀a ∈ N⋆, (Eq 2.1.4)

where Fn stands for the cumulative distribution function, Πn is a transition matrix of size
a+1 elevated to the nth power P0 = (1, 0, . . . , 0)⊺, and Pa = (0, 0, . . . , 1)⊺. In practice, this
result is only computationally available if n and a are not too large.

When X is a sequence of i.i.d. rv’s with E {Xi} < 0, Karlin, Dembo, and Kawabata
[KDK90] have investigated the asymptotic behavior of H and proved that

Fn

(
log n

λ
+ x

)
≈

n→∞
exp

(
−K⋆e−λx

)
, (Eq 2.1.5)

where K⋆ and λ depend only on the probability distribution of Xi. Karlin and Dembo
[KD92] proved that Equation Eq 2.1.5 still holds if X is an irreducible aperiodic Markov
chain.

In the case E {Xi} > 0, the behavior of H is drastically different and

Hn ≈
n→∞

E {Xi}n.

The study of the phase transition around E {Xi} = 0 was the beginning of my research
journey.

2.1.3 Study of the case E {Xi} = 0

The convergence of the process of partial sums S = (Sn, n ≥ 0) has been largely studied
under different assumptions regarding X. One central result for the development presented
in this document is the Donsker Theorem [Bil13]. This theorem proves the convergence
in distribution of the linear process S(n) defined by S(n)(k/n) = (Sk − nE {X1})/

√
n to a

standard Brownian motion, but few results were known regarding the convergence of the
local score.

If E {Xi} = 0, following the Donsker Theorem, the process of partial sums correctly
renormalized converges in distribution to a standard Brownian motionW . As a consequence
and as suggested in Equation Eq 2.1.3, the corresponding normalized Lindley process tends
to (Ws−min1≤u≤sWu) and thanks to the Paul Levy theorem [RY13, chap II, thm 2.3] which
states that (Ws −min1≤u≤s Ws, s ≥ 0) = (|Ws|, s ≥ 0), we proved in [DEV03], that

Hn√
n

(d)−→
n→∞

σW ⋆
1 , (Eq 2.1.6)

where W ⋆
1 := max0≤u≤1 |Wu|.

The cumulative distribution function (cdf) of Hn√
n
may be approximated by the cdf of

W ⋆
1 , which is given as a series expansion

P {W ⋆
1 > x} =

2

π

∑
k∈Z

(−1)k

2k + 1
exp

{
−(2k + 1)2π2

8x2

}
, x ≥ 0. (Eq 2.1.7)
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As these series converge quickly, from a practical perspective it is acceptable to truncate
the series and therefore this result provides an explicit solution to assess the significance of
the local score in the context of centered independent random variables.

In [EV04], we established the rate of convergence of the local score to its limit and prove
that

∣∣∣∣P{
Hn

σ
√
n
≥ x

}
−P {W ⋆

1 ≥ x}
∣∣∣∣ ≤ C

√
log n

n
. (Eq 2.1.8)

2.1.4 Study of E {Xi} close to 0.

In order to investigate the behavior aroundE {Xi} = 0, we considered a family
{
(X

(N)
k )k≥1, n ≥ 1

}
and assume that

lim
N→∞

√
NE

{
X

(N)
i

}
= δ ∈ R, lim

N→∞
Var

{
X

(N)
i

}
= σ2 > 0.

As an example, we can think toX as a sequence of Bernoulli independent variables with

parameter 1
2

(
1− 1√

n

)
.

In this context, we expect the sequence of partial sums S correctly renormalized to
converge to a Brownian motion with drift and in [DEV03] we proved that asymptotically
the local score behaves like its continuous time counterpart, i.e.,

Hn√
n

(d)−→
n→∞

σξδ/σ, (Eq 2.1.9)

where ξδ/σ := max0≤u≤1 {Wu + γu−min0≤s≤u(Ws + γs)}.
As the distribution of ξγ was not part of the classical Brownian functional distributions,

we investigated its properties and were able to exhibit some equivalent for the tail of the
distribution:

P {ξγ ≥ x} ∼
x→∞

2

√
2

π

1

x
e−(γ−x)2/2 (Eq 2.1.10)

The subject of the local score has been widely studied since those results. We might
refer to [Mer18] for an extensive review of known results regarding the properties of the
local score and their practical use.

In [Eti02], the potential of the local score approach has been illustrated with the de-
tection of segment of proteins with high hydrophobic potential and as mentioned in the
introduction of this section, such segment is useful to predict the protein structure (see
[Pan+07] for an example).

Recently, the question of the detection of atypical segment came back to me in the
context of genomic alterations.
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2.2. DETECTING SHARED ATYPICAL BEHAVIOR AMONG INDIVIDUALS

2.2 Detecting shared atypical behavior among individ-

uals

Genomics is a domain where technology is of huge importance and new technologies produce
new types of data which allow to explore new problems. The Human Genome Project which
was declared complete in 2003 generated a library of cloned DNA fragments and popular-
ize the use of Array-based Comparative Genomic Hybridization (aCGH), a technique that
aims to detect chromosomal aberrations on a genomic scale in a single experiment. aCGH
microarrays have been developed as genome-wide assays for DNA copy number alterations
using the property that fluorescence intensity is related to DNA copy number [Pin+98]. A
typical representation of a aCGH profile is depicted in figure 2.2.

Figure 2.2: IMR32 neuroblastoma cell line. On figure a) is the aCGH profile and the corre-
sponding karyotype on figure b).The imbalanced translocation (exchange between chromo-
somes) between chromosome 1 and chromosome 17 is detected by the aCHG profile which
highlights a loss of genetic material at the beginning of chromosome 1 in green, followed
by an excess at the end of the chromosome in red. A normal amount of genetic material is
materialized by the color yellow. The figure is extracted from [Hup08].

In tumors for example, tumor suppressor genes might be inactivated by deletion while
oncogenes are activated by duplication. The study of such changes in comparison with
the underlying “normal” genomic state, known as copy number variations (CNVs) provide
information related to genome portion affected by a disease. Those studies are important for
many types of cancers [Hup08] and have been widely developed in the last decades. Many
mathematical models and many efficient algorithms have been and are still being proposed
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to infer the copy number alterations from the aCGh profile [Pic+07; TW07; Hoc+13; FR18].
In this thesis, I assume that this treatment of aCGH profiles has been done and I consider a
simplified version of such genomic profiles where the sequence L is considered as a sequence
of rv’s with values in a two letters alphabet A = {alt, norm} and Li represents the
character altered or normal at screening position i. The question is now to detect portions
of the genome which are more altered than expected.

2.2.1 The local score approach

A first acceptance of the terminology more altered than expected might refer to a portion
of genome where the proportion of altered positions is higher than expected in a normal
cell. This question might be addressed using a scoring scheme s such that s(alt) = 1
and s(norm) = −1 and use the local score to identify atypical segment. Consequently,
E {Xi} < 0 would be a reasonable assumption as the copy numbers are expected to be
mostly normal. If we assume thatX is either a sequence of iid rv’s or a Markov chain under
the H0 hypothesis, the results of the previous section regarding the local score provide the
exact distribution (Eq 2.1.4) or the asymptotic distribution (Eq 2.1.5). As a consequence,
for every patient, we can identify a portion of genome where the proportion of altered copy
number is significantly higher than expected. As each patient is considered independently,
the atypical regions may highly differ for each patient.

A second acceptance of the terminology more altered than expected refers to a portion
of genome altered in a large proportion of patients as illustrated in Figure 2.2.1 around
positions 100. Such alterations are named recurrent alterations. A deviation from normal
behavior might occur because a short segment is altered in a large number of patients or
because a small proportion of the cohort exhibit the same long alteration. The study of
such recurrent alteration is the one of interest in the context of cancer association studies.

Denoting by Xj the scored profile of patient j, the significance of the event “a portion
of length ℓ is altered in a patients” might be explored through the study of the cumulative
profile Y (N) =

∑N
j=1X

(j). Let’s denote by Ai the number of altered profiles at position i,

N − Ai being the number of normal profiles. The sequence Y (N) counts, at each position
i the exceed of patients with altered loci compared to the number of patients with normal
genome Yi = Ai − (N − Ai) = 2Ai − N. The value at position k of the corresponding
cumulative sum Sk =

∑k
i=1 Yi, with S0 = 0, as defined in equation Eq 2.1.1 will count the

exceed of altered positions among the N patients up to position k: the event {Sk > 0}
corresponds to a situation where the number of altered positions, when considering all loci
up to position k for the N patients, exceeds the number of normal loci. In this context the
local score will correspond to the longest portion of the genome where the number of altered
loci exceeds the number of normal loci.

If the individual sequence Xj are i.i.d rv’s sequences, so is the cumulative profile Y (N).
If the individual sequence X i are Markov chain it is easy to prove that so is the cumulative
profile Y (N).
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2.2. DETECTING SHARED ATYPICAL BEHAVIOR AMONG INDIVIDUALS
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Figure 2.3: Illustration of aCGH profiles for a cohort of patients. Altered loci are represented
in yellow and normal loci are represented in green blue. The genome portion around position
100 appears to be more frequently altered in a large number of patients than the entire
genome.
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homogeneous Markov Chain with values in E = {−N + 2k; k = 0, . . . , N} and a transition
matrix Π+ such that, for any (l,m) ∈ E 2,

Π+
ml = P {Yi = l|Yi−1 = m} = P {Z1m + Z2m = (N + l)/2} , with Z1m |= Z2m,

Z1m ∼ B

(
N +m

2
,Π−1,1

)
and Z2m ∼ B

(
N −m

2
,Π1,−1

)
(Eq 2.2.11)

and initial distribution ν+, such that

ν+
l = P {Y1 = l} = P {Z1 = (l +N)/2} , with Z1 ∼ B (N, ν1) .

Proof. First notice that for any (m, l) ∈ E 2, N − l, N + l, m− l and m+ l are always even
and that the event {Yi = l} equals to the event {Ai = (l +N)/2}, i.e. the event of having
(l +N)/2 chains among the N in state 1. Therefore

ν+
l =

(
N

(m+N)/2

)
ν
(m+N)/2
1 (1− ν1)

(N−m)/2.
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The term Π+
ml of the transition matrix might be reformulated in terms of number of

altered profiles :

Π+
ml = P {Yk+1 = l|Yk = m}

= P {Ak+1 = (l +N)/2|Ak = (m+N)/2}

=

(N−l)/2∧(N+m)/2∑
s=0∨(m−l)/2

(
(N +m)/2

s

)
Πs

−1,1Π
(N+m)/2−s
−1,−1

(
(N −m)/2

(l −m)/2 + s

)
Π

(l−m)/2+s
1,−1 Π

(N−m)/2+s
1,1

■

The number of altered positions is expected to be smaller than the number of normal
positions, therefore E {Yi} < 0 is a reasonable assumption.

If individual profiles are assumed to be sequence of independant rv’s or a Markov chain,
the exact distribution of the local score for the cumulative profile is given by the results
in [DM99] and an asymptotic approximation is available in [KD92]. Using the local score
approach, we are able to identify the longest portion of the sequence where the proportion
of altered position exceeds 0.5. This local score approach is highly dependent on the choice
of the scoring scheme. According to the proposed scoring scheme defined above, an atypical
segment designs a segment where the proportion of altered loci among all patients exceed
0.5. Going for other scoring scheme would lead to different definition of atypicality and
there is very few clues for a choice of a relevant scoring scheme.

Robin and Stefanov [RS09] and Robin and Stefanov [RS15] proposed to model the aCGH
profile of a single patient by a sequence of random variable with values in {0, 1}. Although
this approach could be thought as just an alternative simple scoring scheme where s(alt) = 1
and s(norm) = 0, it does not depend on this choice and as so propose an interesting
alternative.

2.2.2 Previous works

Small sequences and few patients : Markov Chains approach

In [RS09]2, the authors propose to model an aCHG profile as a two states Markov chain as
presented previously except that the two states are denoted by 0 and 1 where 0 refers to
normal state whereas 1 stands for abnormal state. They focus in simultaneous occurrences
of runs of 1’s with length ℓ. Defining an ad-hoc Markov Chain on a larger state space, they
are able to bound the probability to observe at least M simultaneous runs of length ℓ. The
complexity of this approach depends on the number of positions in the profiles.

2In order to unify the presentation, the notations I used in the present document differ from the original
paper.
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Long sequences and few patients : Continuous time process and renewal theory

With the emergence of high speed sequencing, the length of the profiles tend to approach
the million of positions and the evaluation of the previous probability raises serious compu-
tational problems.

To circumvent those computational issues, the same authors proposes in [RS15] to use

a continuous time process and model a patient profile X(i) = (X
(i)
t , 0 ≤ t ≤ T ) as a 2-state

continuous time Markov process over the interval [0, T ], characterized by its infinitesimal
generator

QX =

(
−λ λ
µ −µ

)
.

They define a recurrent alteration as a significantly long alteration shared by a significant
number of patients. The cumulative process Y (N) is defined by Y (N) =

∑N
i=1X

i, X i being
independent continuous time Markov processes. As the processes X i are independent, the
process Y (N) is a birth and death process with state space S N := {0, · · · , N} and transition
intensities λi = (N − i)λ (from i to i + 1) and intensities µi = iµ (from i to i− 1). Figure
2.4 depicts an example of N profiles with the corresponding cumulative profile.

The significance level of a recurrent alteration of length ℓ shared by at least m patients

is bounded by P
{
A

(N)
ℓ

}
with

A
(N)
ℓ =

{
∃τ ∈ [0, T − ℓ] : ∀t ∈ [τ, τ + ℓ], Y

(N)
t ≥ m

}
, (Eq 2.2.12)

and the authors propose a solution to derive this probability, which relies on the inversion
of a Laplace transform and is intractable for large N .

2.2.3 Long sequences and large cohort

This section presents an on going collaboration with Laurent Decreusefond, Gabriel Lang,
Stéphane Robin and Pierre Vallois as an attempt to address the question for large cohort.
The first motivation for this works has been presented above. Our second motivation comes
from telecommunications and has been brought by Laurent Decreusefond. It concerns the
functioning of operated systems like GSM or 4G which strongly depends on the signal to
interference ratio (SIR).

As proposed in [RS15], the process Y (N) of interest is a continuous-time Markov process
with state space S N and we are interested in characterizing the distribution of its longest
time spent above a given threshold m within a time period ℓ for large N . Again, the strategy
to avoid overly burdensome calculations will be to consider the continuous time, continuous
space limit process.

In this document, I will omit the very technical aspects of the study (those aspects are
detailed in a publication in preparation Decreusefond et al. [Dec+212]) and present only
the key steps of the proposed approach. We restrict ourselves to the case µ = λ. In [RS15],
the process Y (N) = (Y (N)(t), 0 ≤ t ≤ 1) is proved to be a continuous time Markov Chain,
and because of the assumption µ = λ, the jump process is a Poisson process with intensity
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Figure 2.4: Illustration of N realizations of 2 states Markov process (state 0 in green and
state 1 in red) and the corresponding cumulative profile. The excursion above a threshold
M are colored in red.
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λN, i.e. the sojourn times of Y (N) are independent and follow an exponential distribution
with expectation equals (λN)−1.

The quantity of interest given by Equation Eq 2.2.12 can be reformulated in terms of
excursions above a given threshold m. For any t ≥ T , let’s define l(Y (N),m, t) the last

instant s before t such that Y
(N)
0 (s) = m. Symmetrically let’s define r(Y (N),m, t), as the

first instant s after t where Y
(N)
0 (s) = m. More formally

l(Y (N),m, t) =

 0 if
{
s : s < t, Y

(N)
0 (s) = m

}
= ∅,

sup
{
s < t : Y

(N)
0 (s) = m

}
, otherwise,

r(Y (N),m, t) =

 0 if
{
s : t < s < T, Y

(N)
0 (s) = m

}
= ∅,

inf
{
s : t < s < T, Y

(N)
0 (s) = m

}
For a given t, the path from l(Y (N),m, t) to r(Y (N),m, t) is called an excursion away

from m. These definitions are illustrated in Figure 2.5. The length of the excursion around
t away from m is given by r(Y (N),m, t)− l(Y (N),m, t). It is clear that the event of interest

A
(N)
ℓ , defined in Equation Eq 2.2.12, verifies:

A
(N)
ℓ =

{
sup

t∈[0,T ]

{
r(Y (N),m, t)− l(Y (N),m, t) : Y

(N)
0 (t) > m

}
> ℓ

}
.

If the size of the cohort N goes to infinity, we are lead to study the asymptotic distri-
bution of the lengths of excursions above m of the process Y (N) when N goes to infinity.
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Figure 2.5: Illustration of two excursions from m = 26 and the corresponding values of the
processes l(Y (N),m, t) and r(Y (N),m, t) for t = 0.6 and t = 0.9.
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Let’s consider U (N) a centered and scaled version of Y (N):

U (N) :=
Y (N) −N/2√

N/4
=

∑
i(X

i − 1/2)√
N/4

. (Eq 2.2.13)

The event of interest AN
ℓ defined in Equation Eq 2.2.12 can be reformulated as

AN
ℓ =

{
∃τ ∈ [0, T − ℓ] : ∀t ∈ [τ, τ + ℓ], U (N)(t) ≥ a

}
.

Proposition 2.1.1. U (N) converges in distribution to Uλ, a standard stationary Ornstein
Uhlenbeck process defined by U(0) ∼ N (0, 1) and the stochastic differential equation:

dUλ(t) = −2λUλ(t)dt+
√
4λdW (t),

where W = (W (t), t ≥ 0) stands for the standard Brownian motion.

Proof. Robin and Stefanov [RS15] have proved that Y (N) is a continuous time Markov chain

and so is U (N) with space state S N = u ∈
{
−
√
N + 2k√

N
, k = 0, . . . N

}
. Let QN be the

infinitesimal generator of U (N),

QN =



−λN λN 0 . . . . . . . . . 0

λ −λN λ(N − 1)
. . .

...

0 2λ −λN λ(N − 2)
. . .

...
...

. . . . . .
...

...
. . . 0

. . . λ(N − 1) −λN λ
0 . . . . . . . . . 0 λN −λN


.

The proof is then a direct application of Ethier and Kurtz [EK86, thm 4.1, p.354]. ■

Let us consider Aℓ, the analog of AN
ℓ for the limit process U . Thanks to the continuity

of the process U , we are able to prove that

Aℓ =

{
sup

0≤s≤T−l
inf

s≤u≤s+ℓ
U(s) > m

}
.

and since Aℓ is expressed through continuous functional, we are finally able to prove that

P
{
A

(N)
ℓ

}
−→
N→∞

P {Aℓ} ,

The probability of the event, there exists a segment of length at least ℓ, for which at least
M patients exhibit an alteration, can be approximated by the probability that the length of
the longest excursion of standard stationary OU process exceeds ℓ.
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2.2.4 The distribution of the longest excursion of an Ornstein
Uhlenbeck process

Pitman and Yor [PY972] and Pitman and Yor [PY92] studied the laws of the excursions
away from 0 for a Brownian motion and a centered Ornstein Uhlenbeck and proposed a very
straightforward methods to sample them. However, to the best of our knowledge, nothing is
known regarding the excursions of an OU process away from m with m ̸= 0. We propose to
develop an importance sampling algorithm where the proposals are based on the simulation
of Brownian motion excursion.

The quantity of interestP {Aℓ} can be expressed asE {F (L(Uλ,m, 1))} , where L(ω,m, t)
stands for the length of the longest excursion of the process ω abovem before time t and F is
the suitable indicator function. The proposed algorithm makes use of three key ingredients

� Let σm be the first time a stationary OU processUλ hitsm, σm := inft≥0 {Uλ(t) > m} .
Conditionally on {σm > 1, Uλ(0) < m} , F (L(Uλ,m, t)) = 0, and conditionally on
{σm > 1, Uλ(0) > m} , F (L(Uλ,m, t)) = t.

On {σm ≤ 1}, thanks to the strong Markov property Ũ
−m,0

λ = (U(t + σm) − m, 0 ≤
t ≤ 1− σm) is an OU process starting from 0 centered on −m whose excursions away
from 0 we want to study. Figure 2.6 illustrates this change in time and space.

σm

−0.5

0.0

0.5

0.00 0.25 0.50 0.75 1.00
t

−1.0

−0.5

0.0

0.5

0.00 0.25 0.50 0.75 1.00
t

Figure 2.6: The top panel is a realization of Uλ. The portion in red corresponds to the
process before σm, while above (reps. below) m excursions are in green (resp. in yellow).
The final portion of the process, does not reach m and is called the meander. The bottom

panel is corresponding realization of Ũ
−m,0

λ .

31



CHAPTER 2. STOCHASTIC PROCESSES AND THE DETECTION OF
ABNORMAL REGIONS IN BIOLOGICAL SEQUENCES

� Conditionally on σm < 1,

E {F (L(Uλ,m, 1)) |σm} = E
{
F
(
L(Ũ

−m,0

λ , 0, 1− σm)
)}

= EQ {F (L(W , 0, 1− σm)) Λ(1− σa)|σm} ,

where Λ is the Radon Nikodym derivative of the initial measure with respect to the

Wiener measure, Λ(t) = exp
(
mτW (t) + τ

2
W (t)2 − τt

2
− τ2

2

∫ t

0
(m+W (s))2 ds

)
.

� Thanks to the representation of a Brownian motion in terms of its excursions and the
results given by Pitman and Yor [PY82] the quantity Λ can be expressed in terms
of the length and the sign of the excursions of a Brownian motion and an additional
term which involves a numerical integration of the Brownian meander.

� Devroye [Dev10] provides efficient simulation methods for the Brownian meander sim-
ulation.

The main idea of the algorithm, would be to sample σm, Uλ(0), the K longest excursions
of a Brownian motion and their signs thanks to the method proposed by Pitman and Yor
[PY972]. The result of the algorithm would be the longest excursion associated with a
positive sign and its weight. As mentioned before, this work is still in progress and the
practical implementation of the algorithm has now to be explored. This point will be
discussed in the final conclusion of this document.

2.3 Conclusions

The results obtained or the directions to be explored presented in this chapter are good
examples of applied questions that have raised interesting theoretical questions.

As I mentioned in the introduction, I am committed to producing results that are of
practical interest and a limit approximation is of poor interest without the corresponding
rate of convergence. This aspect has been explored for the local score of the first section
and is a question I would like to explore before publishing the results described in section
2.2.3. Thanks to an integral representation of the Ornstein Uhlenbeck process in terms of
of martingale difference arrays and the results obtained by Kubilius [Kub94], we are now
working to prove that the rate of convergence equals N−1/4−ε log(N).

There is still work to go to propose an efficient algorithm to compute the significance of
a recurrent alteration for large cohort and the different possible directions are presented in
the perspectives section of the conclusion of this document. It is worth noting that Robin
and Stefanov [RS15] proposed a continuous-time approach when their initial method [RS09]
showed its combinatorial limitation. Again, our solution has been to move to continuous
processes to tackle the issue for large cohorts. This approach opens the door to an algorithm
whose complexity no longer depends on the size of the cohort.
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In the next chapter I also present discrete and continuous approaches in a completely
different domain and again I illustrate that, while the probabilistic objects involved in contin-
uous approaches may appear more difficult at first glance, they often lead to simplifications
from a computational point of view.
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(UT3 Paul Sabatier), 2018.

[Pan+07] Chi NI Pang, Kuang Lin, Merridee A Wouters, Jaap Heringa, and Richard A
George. “Identifying foldable regions in protein sequence from the hydrophobic
signal”. In: Nucleic acids research 36.2 (2007), pp. 578–588.
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CHAPTER 3. STOCHASTIC PROCESSES AND MOVEMENT MODELLING

As mentioned by Lucas Börger in an introduction of Journal of Animal Ecology, Charles
Sutherland Elton, who developed the field of Animal Ecology “ stressed the necessity for the
field to distinguish itself from the approaches used by plant ecologists, due to the different
principles governing animal systems, most notably as ‘animals move about’ (Elton 1933).
Since then the study of the causes and consequences of movement of organisms has become a
central question in ecology, providing a link between individual behavior and spatial processes,
from population to community ecology and beyond”.

Those research interests initiate the field of movement ecology. More specifically, the
corner stone of movement ecology is the assumption that internal states/behavior of an indi-
vidual, environmental covariates, and interaction between individuals affect their movement
and therefore the study of this movement should provide insights on all those aspects and
allow to address some interesting ecological questions.

Nathan et al. [Nat+08] sum up this idea in a conceptual chart of movement ecology
which is depicted in figure 3.1. This figure suggests that for each species, the two main
drivers of the movement are i) environment and ii)internal states, but little is known on
how those drivers modify the movement.

Figure 3.1: Figure from Nathan et al. [Nat+08] to illustrate the underlying processes in-
volved in movement.

This conceptual chart is adequately formalized using a graphical model. A graphical
model is a probabilistic model whose conditional (in)dependence structure between random
variables is given by a graph, the Directed Acyclic Graph (DAG). Embracing the ideas
of hierarchical modeling, Figure 3.2 uses a DAG to provideone possible overview of every
component which could or should be included in an integrated movement model.
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Figure 3.2: Illustration of the different aspects to be accounted for in a modeling approach.
S denotes the internal states, MS stands for the movement model given state S, while Xti

is the observed position at time ti. The background is the changing environment which
might affect every aspects (internal states like opportunistic foraging behavior, transition
from one internal state to another, movement itself depending on the attractiveness of the
environment, . . . ).

� At the top of the hierarchy stands the process describing the internal states of the
individual S1. This process is changing over time, with some potential dependence to
the past and to the environment.

� The individual movement process is assumed to be driven by this internal state cor-
responding to a movement model MS.

� Finally, integrating the sampling process, and conditionally on the movement model,
we can define the sequence of observed positions (Xt1 , Xt2 , . . . , Xtn).

� Environmental drivers can affect any of the previous components. The colored chang-
ing background in figure 3.2 highlights the idea that the environment might affect
every components.

At this point, it should be noted that the sequence (Xt1 , Xt2 , . . . , Xtn) and the potential
covariates are the only available information. Based on these observations, the two main
questions of movement ecology I have contributed to are:

1This corresponds to the internal state denoted W in yellow in the representation proposed by Nathan
et al. [Nat+08].
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CHAPTER 3. STOCHASTIC PROCESSES AND MOVEMENT MODELLING

� Q1 : How individuals use space?

� Q2 : How movement informs us about internal states?

This chapter starts with a brief overview of movement data specifities 3.1.1 and then
develops the ecological concepts useful to address Q1 and Q2. Section 3.4 focuses on the
recent advances in behavioral reconstruction from path analysis while section 3.3.3 presents
how Stochastic Differential Equations provide promising and flexible framework to propose
more realistic movement models, potentially including covariates. The last section proposes
to combine these two approaches to propose reasonably realistic movement models with
switching internal behavior.

3.1 Movement data

Monitoring movement is one specific field of the bio-logging science define as “the use of
miniaturized animal-attached tags for logging and/or relaying of data about an animal’s
movements, behaviour, physiology and/or environment” in [RH09]. Bio-logging science has
received more and more attention in the recent years2 and the tags attached to individuals
become more and more sophisticated (pressure sensor, accelerometer, physiological sensor,
environmental monitoring, on board camera, etc) which raise a number of questions in terms
of data storage, data management and data analysis.

My research focuses exclusively on telemetry data. Cagnacci et al. [Cag+10] claim that
“In the history of science, rapid conceptual advances have often been stimulated by tech-
nological innovations. Such technological milestones included Galileo and Kepler designing
and looking into telescopes, finding evidence for Copernicanism (and falsifying the Tolemaic
system); Hooke and van Leeuwenhoek peering into microscopes and describing cells, thus
laying the basis for modern microbiology; Sanger and Maxam and Gilbert developing DNA
sequencing, which spawned molecular biology; and high-speed computers fostering the emer-
gence of nonlinear dynamics [...] New telemetry technology allows us to monitor and to map
the details of animal movement, securing vast quantities of such data even for highly cryptic
organisms.” New statistical methods are also required to analyze those data and extract
relevant ecological information.

3.1.1 Some technological aspects

From the first studies in the 1960s using VHF transmitter [CL63], telemetry device recover
a large variety of technologies and can be classified in archival tags (data are stored on the
device which has to be recovered and unloaded) versus transmitting tag (the data are sent
to communications satellites). Each technology has to cope with a balance between three
different aspects:

2A first international Symposium hold in 2003, http://polaris.nipr.ac.jp/~penguin/oogataHP/

IndexC.html. The International Bio-Logging Society has been created in 2016, https://www.

bio-logging.net/
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3.1. MOVEMENT DATA

event-id timestamp location-long location-lat
1 677436629 2011-06-15 17:35:18 -59.97949 43.92495
2 677436630 2011-06-15 17:50:19 -59.98273 43.92548
3 677436631 2011-06-15 18:05:32 -59.98968 43.92582
4 677436632 2011-06-15 18:21:27 -59.99033 43.92613
5 677436633 2011-06-15 18:36:31 -59.98896 43.92525
6 677436634 2011-06-15 18:51:23 -59.98394 43.92564
7 677436635 2011-06-15 19:06:20 -59.98566 43.92499
8 677436636 2011-06-15 19:22:18 -59.98785 43.92406
9 677436637 2011-06-15 19:37:18 -59.98073 43.92603
10 677436638 2011-06-15 22:27:41 -59.98105 43.92588
11 677436639 2011-06-15 22:48:23 -59.96713 43.93259
12 677436640 2011-06-15 23:03:31 -59.98013 43.92653

Table 3.1: Example of grey seals (Halichoerus grypus) equipped with GPS tags
on the Scotian Shelf (Atlantic Canada), [LBI15]. The full dataset is available on
https://www.datarepository.movebank.orghttps://www.datarepository.movebank.

org/handle/10255/move.451.

� Energy consumption,

� Precision,

� Data transmission.

The size of the battery is directly related to the amount of available energy. Therefore
small animals can be equipped only with small battery and have limited on-board energy.
This energetic constraint limits the number of recorded relocations. Since data transmission
is an energy-consuming operation, transmitting tag requires larger battery. Environmental
conditions also puts constraints on the device type as transmission to satellite is not possible
in an aquatic environment or in in a dense canopy forestrial environment.

In chapter 1 Hooten et al. [Hoo+17] gives a nice overview of different tags and Kays et
al. [Kay+15] propose a more detailed review of tags technology in terrestrial environment.
Whatever the choice of the technology, the movement data include at least time, latitude,
longitude as illustrated in the example of grey seals borrowed from [Bak+15] in table 3.1.

3.1.2 Regularity of the sampling process

In the grey seals example, data appear at first glance to be regularly spaced in time (every
15mn) but there was almost 3 elapsed hours between observations 9 and 10. This lack
of regularity is classical especially with marine mammals, since the relocations can only
be captured when the animal is out of the water (breathing or resting). In the presented
dataset, the median time difference between successive observations vary from 18 seconds
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Figure 3.3: Path of seal F757 from [Bak+15]

to 1600 seconds among individuals. Mild irregularity in sampling process is often ignored
but, in many situations, the statistical analysis has to cope with this sampling irregularity.

3.1.3 Movement on Earth

The tracked individuals move on the earth, their positions are recorded through geographic
coordinates, with sometimes additional information on the altitude or the depth when it
is relevant. Dealing with geographic positioning might be difficult as classical metrics (like
euclidean distance for example) are not relevant anymore but in most situation, it is possible
to define a specific local projection which does not affect the geometric property of the
movement greatly. It is more difficult for large migratory species or for individuals traveling
around the geographical poles, where no accurate projection can be found.

3.1.4 From movement to movement model

Tracking data provide observations of the movement of an individual. As illustrated in
Figure 3.4, those observations are the combination of

� the actual path of the individual, denoted by X = (Xs, s ≥ 0),

� some sampling process T , i.e a sequence of increasing times at which the position of
the tracked individual is registered,

� some potential geolocation errors.
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Figure 3.4: Figure A shows a realization of the random processX. The sequence of sampled
relocationsX0:n is given in the B plot (the numerical values corresponding to the realization
of the sampled times). Figure C presents the recorded relocations at the sampling times,
including measurement errors in red. Figure D compares the actual path with the classical
linear interpolation of the registered path.
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A realization of the sampling process T will be denoted by the sequence (ti)1≤i≤n. The
individual path observed at those times will be denoted by X0:n = (X0, . . . , Xn) where Xi

stands for the actual position (i.e. considered as a point in R2) at time ti, while the sequence
Y 0:n = (Y0, . . . , Yn) will stand for the corresponding sequence of recorded positions. If the
positions are recorded with no error, Xi = Yi for all i = 0, . . . , n.

Movement data are the result of a continuous time, continuous space process observed
through a sampling process and therefore form a time series of georeferenced data. Therefore
statistical methods for movement analysis borrow from the method of spatial point pattern
statistics, from time series methods, or from continuous time stochastic processes.

3.2 Some fundamental movement ecology concepts

3.2.1 Utilization distribution

A crucial concept in animal ecology is the utilization distribution, the probability density
function that gives the probability of finding an animal at a particular location [And82].
Proposing reliable method to predict utilization distribution is of major importance for
wildlife management, for example to define Marine Protected areas or land use planning
regulations.

Formally, asXt ∈ Rd denotes the location of an animal in d-dimensional space at time
t ≥ 0, and π : Rd → R its utilization distribution [Wor89]. The utilization distribution is
the probability density function π which satisfies

P {Xt ∈ A} =

∫
A

π(z) dz, (Eq 3.2.1)

for any area A ⊂ Rd. Assuming that the individuals are in a steady state, π would cor-
respond to the stationary distribution of the movement process X. Thus the concept of
use distribution in itself assumes the existence of a stationary regime. This very strong
assumption is a cornerstone of movement ecology even though it is quite questionable since
individuals evolve in a changing environment.

3.2.2 Home range

Burt [Bur43] defined the home range as that area traversed by an individual in its normal
activities of food gathering, mating, and caring for young. Occasional sallies outside the
area, perhaps exploratory in nature, should not be considered part of the home range.

There is no formal definition of home range and, as there exist different methods for esti-
mating it, there also exist different mathematical definitions. Although the formal definition
of the home range is a matter of debat [Kie+10; PM12], here I adopt the definition based
on the utilization distribution. The home range is defined as the smallest connected space
bordered with iso-probability density lines which contains at least 95% of the utilization
distribution.
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3.2.3 Resource selection function

A Resource Selection Function (RSF) is originally defined as any function that is proportional
to the probability of use by an organism [MMT93]. A resource selection function is any
function that links the characteristics of a spatial unit to its use. If a spatial unit x is
fully characterized by J environmental variables (c1(x), . . . , cJ(x)), a classical form for this
function is

π(x|β) =
exp

(∑J
j=1 βjcj(x)

)
∫
Ω
exp

(∑J
j=1 βjcj(z)

)
dz

,

where (βj)j=1,...,J capture the effect of the different environmental covariates.

3.3 Movement models

Spatial statistics and more specifically point processes approaches have been widely used to
understand how individuals use space. Kernel density estimation (KDE) is a non parametric
approach [Fle+15; FC17] used to identify the home range of an individual. This method
considers the spatial repartition of the sequence X0:n as the realization of point process.
The link between movement and point process is rarely explicitly considered except to
account for some spatial dependence between points. I won’t develop those approaches in
this document but the interested reader could refer to [Hoo+17, Chapter 4].

Methods based on time series analysis directly model the sequence X0:n, i.e. without
distinguishing between the actual movement process on the one hand and the sampling
process on the other hand while continuous time models propose to use continuous time
stochastic processes to model the actual movement of an individual X. I intend now to
describe briefly3 the major advances that have been made in the recent years, using dynamic
model for movement analysis and how my work fits into it. This presentation is structured as
follows. First, Section 3.1.4 presents the classical movement models and how those models
have evolved in the last decade. The next section presents two solutions to account for
internal states. Where relevant, I will present how the environment is taken into account.

3.3.1 Discrete time models

As clearly stated in McClintock et al. [McC+14], although movement occurs in continuous
time, it is often observed at almost fixed discrete-time intervals and it might be more intuitive
to interpret movement in discrete time. This approach has been very popular and widely
used from the start of the ’90s. Mostly, rather than analyzing absolute position, different
metrics are derived from the sequence Y 0:n, such as

� the step length sequence, L1:n = (L1, . . . , Ln), Li = ∥Yi − Yi−1∥ being the distance
between two successive recorded locations,

3A more extensive presentation of the different methods can be found in Hooten et al. [Hoo+17].
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Figure 3.5: Representation of the classical metrics associated with movement decomposition
in discrete time movement model.

� the absolute compass orientation (ψ),

� or the turning angle sequence ϕ, ϕi being the difference between successive compass
orientation, see for example Vermard et al. [Ver+10] and Bez et al. [Bez+11],

� or orthogonal components of persistence velocity V pand rotational velocity V ras in
Gurarie, Andrews, and Laidre [GAL09] and Gloaguen et al. [Glo+15]

Those different metrics are illustrated on Figure 3.5.
As mentioned before, these discrete time models are said to be easier to interpret

[McC+14] but this ease of interpretation might be misleading. First the step length or
equivalently the average speed between two successive positions might be a very poor proxy
of the actual movement as illustrated in figure 3.4 and, when possible the sampling frequency
has to be chosen carefully. Since movement and sampling scheme are modeled altogether,
the estimated parameters are tied to this temporal scale. Therefore, the comparison of such
parameters between different studies (same species at different sites for example) might be
difficult if even possible. Finally, discrete time models assume that the observations are
made over regular time interval and this assumption is crucial since the sampling process
in integrated in the model. This assumption might vary from slightly to highly unrealistic
depending on the context. Schlägel and Lewis [SL16] explored the model’s capacities to
compensate for varying temporal discretization and defined a notion of robustness. They
showed that few movement models have this robustness property. In practice, some pre-
processing is performed to obtain equal time intervals, for instance by applying some linear
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or more complex interpolation [JFM05; Glo+15]. This regularization step is popular and
available in the classical package adehabitatLT. Some authors have advocated for its inter-
est [BB88] however it might also considerably modify the actual animal movement and since
this process is not accounted for in the model, the uncertainty associated with it remains
unknown.

As a conclusion, although discrete movement models are widely used and appear to have
simpler mathematical and conceptual formalization, irregular sampling times and compar-
ison between different studies will benefit of the development of continuous time partially
observed movement models.

3.3.2 Continuous time models

Once we agree on the need for continuous time models, since movement data are by nature
spatio temporal data, we still have to address the question of space. Few papers propose to
discretize the space. Trying to link covariates and movement, Hooten et al. [Hoo+10] and
Hanks, Hooten, Alldredge, et al. [HHA+15] argue that covariates might be only available
at some grid resolution (classical for rasterized data) and therefore advocate for a discrete
space continuous time movement model and propose to use a discrete space continuous
time Markov process. This process jumps from cell i to some adjacent cell j with intensity
λij = exp

{
z′ijβ

}
, where zij stands for the vector of cell properties (the covariates, available

at the cells scale) and β is vector of parameters which describe the effect of the different
covariates. Using a data augmentation trick, the authors propose to represent the continuous
time Markov chain as a Generalized Linear model and therefore propose a highly efficient
algorithm to estimate this model. Since the discretization is driven by the availability of the
covariates, this might be more difficult (or require very fine discretization) if covariates are
available at different cells scale. The grid resolution thus becomes a parameter to be tuned.

Since animals move continuously in time and space, continuous time and continuous state
models appear to be the most natural modeling framework. This framework has received a
significant amount of attention over the past two decades and most of my research work in
the field of movement ecology falls within this framework.

As early as 1952, Wilkinson [Wil52] investigated the potential of Brownian motion
as a type of movement to explain the homing success of displaced bird. As explained
in section 1.2.1, BM is central in the theory of stochastic processes and has been widely
studied [RY13]. BM motion has zero mean and independent Gaussian increments. From
a modeling point of view, assuming that the movement is accurately described by a BM
implies that there is no trend in the movement and no memory. Furthermore, as a direct

consequence the step length should verify L2
i =

∥∥Wti −Wti−1

∥∥2
=

∑2
p=1(W

p
ti − W p

ti−1
)2,

and the normalized step length L2
i /∆i should exhibit a χ2 distribution. In Figure 3.3.2, I

compare the histogram of the normalized step lengths form the the brown bear data set
available in the adehabitatLT [Cal06] with their expected distribution. With few surprise
the two distributions don’t match very well. This model is almost never explicitly used
as a movement model, however it might be implicitly used in different approaches. For
example, one classical method to infer Utilization Distribution from movement data, has
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Figure 3.6: Histogram of normalized step length from a female brown bear monitored using
GPS collars during May 2004 in Sweden, available in the adehabitatLT package. The red
line is the density of a χ2 distribution with 2 degrees of freedom.

been proposed by Horne et al. [Hor+07] and is based on a Brownian bridge approach and
consequently assumes implicitly that the animal movement is at least locally similar to a
BM.

As stated in introduction , drifted Brownian motion W µ is a natural extension of
Brownian motion. which corresponds to a Brownian motion plus a deterministic constant
drift and is defined as

W µ = (W µ
t , t ≥ 0), with W µ = µt+Wt.

Some extensions of the Brownian bridge approach for UD estimation have been proposed by
[Ben11] which rely on the assumption that movement is a succession of Brownian Motion
with drift. To understand how it improves the classical Brownian bridge it is interesting to
represent the drifted Brownian motion as the solution to the following Stochastic Differential
Equation (SDE),

dW µ = µ dt+ dWt.

This formulation using SDE emphasizes that the drift term is the deterministic part of the
movement, while the diffusion represents the unexplained aspects of the movement. The
drift term can be understood as the deterministic component of the individual velocity.
Identifying some mechanisms in the movement, within the SDE framework, would therefore
consists in identifying and estimating a relevant form for the drift term.

Most animals belong to a given area (the home range), and some are linked to a colony. A
natural modification of the Brownian motion with drift would consist in adding an attraction
point in the drift, and define the corresponding Ornstein Uhlenbeck process. A a 2-
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dimensional OU is the solution to:

dUt = −B(Ut − µ) dt+ Σ dWt, (Eq 3.3.2)

where B and Σ are two matrices in R2 × R2.
The drift term depends on the difference between the actual position Ut and the attrac-

tion point. If the matrix B has only positive eigenvalues, this model represents a central
behavior and admits a stationary distribution. The farther away the animal is from this
center of attraction, the greater the force that recalls it back to that point. This movement
model is sometimes named Ornstein-Uhlenbeck position model [Pat+17]. It has the desir-
able property to converge to its unique stationary distribution. This equilibrium distribution
is a Gaussian distribution with mean µ and variance Σstat given by:

vec(Σstat) = (B ⊕B)−1vec(ΣΣ⊺),

where ⊕ stands for the Kronecker sum as defined in Definition 2, p. 102.
The Integrated Ornstein Uhlenbeck process also named Ornstein Uhlenbeck ve-

locity model has been introduced in movement ecology by [Joh+08] and has been recently
proved to be a robust and accurate movement model [Gur+17]. In this model, the velocity is
solution to equation Eq 3.3.2, and the location of the individual can be found by integrating
the velocity over time:

Xt =

∫ t

0

Ut dt,

with (Ut) solution to Eq 3.3.2.
Those simple movement models provide a natural representation of the evolution of the

velocity (especially when used as emission distribution in a HMM context as in Gurarie
et al. [Gur+17]) but have also been popularized because the estimation of such models is
straightforward. Let’s consider an observed sequence of relocations, (X0, . . . , Xn), the log
likelihood of this sequence is defined by

ℓ(θ;X0:n) =
n−1∑
i=0

log {q∆i
(Xi, Xi+1)} ,

and implies the transition q∆i
from location Xi to location Xi+1 during time ∆i = ti+1 − ti.

When X is defined as a solution to a SDE, this transition is generally unknown except in a
few specific cases that include the models mentioned above, which fail to represent the actual
attractiveness of the environment except the effect of some central location attractivity.
Brillinger et al. [Bri+02] proposed a SDE framework which reflects the attractiveness of the
environment.

3.3.3 Stochastic Differential Equation for movement model

As mentioned above, the drift term of a SDE counts for the determinisms responsible for
the movement. In [BSL+08], the authors propose a potential based model:

dXt = −∇H(Xt) dt+ γ dWt, X0 = x0 (Eq 3.3.3)
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where H is a potential function which represents the attractiveness of the environment.
This potential function based model is linked to the utilization distribution. If

∫
R2 exp−H(x)

is finite, then the solution to the SDE defined above admits a stationary distribution π de-
fined by:

π(x) =
exp {−2γ−2H(x)}∫

R2 exp {−2γ−2H(u)} du
.

The Ornstein Uhlenbeck process U defined in Eq 3.3.2 is a specific case of this potential
based SDE where the potential H equals 1

2
(µ − X)⊺B(µ − X) and admist a Normal dis-

tribution as utilization distribution. This modeling approach encompasses a large number
of other processes and allows more flexibility for movement modeling. Since the transi-
tions of a potential based SDE are unknown in general, the estimation problem remains.
As it is classically done in application of SDE in finance, Brillinger et al. [Bri+02] use
the Euler–Maruyama method. This method produces biased estimation but this bias van-
ishes when the maximal time between successive observations, ∆∗ = maxi |∆i|, tends to 0
([KLS12]) which is the case in most financial applications (especially in the context high
frequency trading). However, in movement ecology, the discrepancy between two successive
observations is highly variable as illustrated in the dataset in Table 3.1.

In collaboration with Pierre Gloaguen and Sylvain Le Corff, we examined, in [GEL182],
the question of the best estimation method in the context of movement ecology and propose
a new flexible model, the GaP model, to describe the position process of an individual. X
is assumed to be the solution to the following time homogeneous SDE:

X0 = x0, dXt = −∇Hη(Xt) dt+ γ dWt, (Eq 3.3.4)

where γ ∈ R⋆
+ is an unknown scalar diffusion parameter and we assume that the potential

Hη is a mixture function

Hη(x) :=
K∑
i=1

πkϕ
η
k(x) with ϕη

k(x) := exp−1

2
(x− µk)

⊺Ck(x− µk), (Eq 3.3.5)

where

� K is the number of components of the mixture;

� πk ∈ R+ is the relative weight of the k-th component with
∑K

k=1 πk = 1;

� µk ∈ R2 is the center of the k-th component;

� Ck ∈ S +
2 is the information matrix of the k-th component, where S +

2 is the set of
2× 2 symmetric positive definite matrices.

Because we assumed that the observation error is small enough to be neglected, the
observed sequence Y 0:n =X0:n. We compared the Euler method with two other pseudolike-
lihood procedures: the Ozaki method, [Oza92] which proposes to improve the Euler scheme
by a local linearization of the drift term, and the Kessler method [Kes97] which generalizes
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the Euler–Maruyama method by using a normal transition density whose mean and vari-
ance are chosen equal to the actual mean and variance. We also compared with an exact
Monte Carlo Expectation Maximization algorithm (EAMCEM) approach based on exact
simulation of diffusions proposed by Beskos et al. [Bes+06].

The quality of the estimation is addressed through simulation studies with varying sam-
pling scheme of the movement stochastic process and we proved that the Euler method
performs worse than all other procedures for all sampling schemes, but the difference van-
ishes ∆ tends to 0. The application of this model on two French fishing vessels movement
produce slightly different estimated potential maps, especially when using the Euler method
as illustrated in Figure 3.7. The Ozaki method showed results similar to those of the exact
algorithm based Monte Carlo EM approach.

Using Vessel Monitoring System4 (VMS) data, the GaP model has been used by Pierre
Gloaguen in his PhD thesis [Glo15] to produce a subjective map of Cuttlefish relative abun-
dance. However this map was not correlated with the scientific abundance map produced
using scientific campaign abundance monitoring.

The parametric form of the GaP model has been chosen to provide a flexible movement
model which permit to compare different estimations algorithms, therefore it had to verify
the conditions required to apply the exact simulation algorithm EA1 proposed by Beskos
et al. [Bes+06]. By this choice, the existence of a utilization distribution was abandoned.
However, the alternative estimation methods do not impose this restriction. A flexible model
which admits a stationary distribution is then given by the SDE based on the following
potential drift function:

H(x) = Hη(x) + (x− ν)⊺Σ(x− ν),

where ν ∈ R2 is parameter which reflects some central place behavior, and Σ ∈ S +
2 . H is

now an integrable potential function and is associated to a utilization distribution.

3.3.4 Partially observed SDE

As mentioned in section 3.1.1, depending on the technology, the accuracy of the recorded
location can be very questionable, especially while working with ARGOS data. The model
proposed in the previous section does not account for observation errors. In practice, the
data are mostly pre-processed using different procedures such as the State Space methods
[Fre+08; Pat+10] or a continuous time correlated random walk (the discrete counterpart
of the Ornstein Uhlenbeck velocity model presented in the 3.3.2 as proposed by Johnson
et al. [Joh+08] and Johnson and London [JL18]). After this pre-processing step, the data
are analyzed with the identified relevant method. Doing so, the smoothing induced by the
pre-processing step is ignored which can be misleading.

In [GEL181], in collaboration with the same colleagues, I initiated a first step towards an
integrated approach to estimate the parameters of a movement model solution to a SDE but
observed with error. We defined a general algorithm to conduct inference for hidden Markov

4VMS is a satellite-based monitoring system which provides location data to the fisheries authorities at
(more or less) regular intervals (mostly every hour
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Figure 3.7: Potential map estimated from 2 French vessels tracks using four different esti-
mation methods (x, departure harbor) (the darker a zone is, the more attractive it is for
the given vessel; observed points are plotted in white to see the superposition between maps
and trajectories): (a) Euler; (b) Kessler; (c) Ozaki; (d) EAMCEM. Figure extracted from
[GEL182].
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models (HMMs) whose hidden state is a solution to a stochastic differential equation (SDE).
These models are referred to as partially observed diffusion (POD) processes in [OS+11]. As
mentioned before, the Expectation Maximization (EM) algorithm introduced by [DLR77] is
a classical algorithm to infer parameters implying latent variables and is widely popular in
the HMMs context [Rab89; CMR06]. This algorithm relies on the conditional distribution
of the hidden variables given the data.

In the HMMs context, it is useful to define the smoothing and filtering distributions.
For all 0 ≤ k ≤ k′ ≤ n, the joint smoothing distributions of the hidden states are defined,
for all measurable function h on (Rd)k

′−k+1, by:

φk:k′|n [h] = E {h (Xk, . . . , Xk′) |Y 0:n} ,

and φk := φk:k|k denotes the filtering distributions.
For HMMs with the snapshot property (random variables Y0:n given the hidden states

X0:n are conditionally independent), the pivotal quantity Q is expressed as an additive
functional of the hidden states given all the observations up to time n:

Q(θ, θ(i−1)) =φ0|n [h1] +
n−1∑
k=0

φk:k+1|n [h2] +
n∑

k=1

φk|n [h3] ,

where h1(X0) := ln pθ (X0), h2(Xk, Xk+1) := ln pθ (Xk|Xk−1) and h3(Xk) := pθ (Yk|Xk)).
Sequential Monte Carlo (SMC) methods are popular algorithms to approximate filter-

ing and smoothing distributions with random particles associated with importance weights
[GSS93]. In the specific case of HMMs, approximations of the smoothing distributions may
be obtained using the forward filtering backward smoothing algorithm (FFBS) and the for-
ward filtering backward simulation algorithm (FFBSi) developed respectively in [DGA00]
and [GDW04]. Recently, Olsson, Westerborn, et al. [OW+17] proposed a new SMC algo-
rithm, the particle-based rapid incremental smoother (PaRIS), to approximate on-the-fly
(i.e., using the observations as they are received) smoothed expectations of additive func-
tionals.

Unfortunately, these methods cannot be applied directly to POD processes since some
elementary quantities, such as transition densities of the hidden states, are not available
explicitly. We proposed in Gloaguen, Etienne, and Le Corff [GEL181], the GRand PaRis
algorithm, an extension of the PaRIS algorithm where the exact transition densities are
replaced by unbiased estimators using generalized Poisson estimators (GPE) proposed by
Fearnhead, Papaspiliopoulos, and Roberts [FPR08] and we proved that the acceptance
rejection mechanism introduced by Douc et al. [Dou+11] ensuring the linear complexity of
the procedure is still correct when the transition densities are replaced by those unbiased
estimates. We proposed two simple applications of this algorithm for one dimensional POD.

However the PaRIS, and the GRand PaRIS algorithm as well require that the unbiased
estimate of the transition is almost surely positive and bounded to perform the crucial
acceptance rejection step. In the context of SDE, this assumption is very restrictive and
narrows the possible models to the class of diffusion satisfying the Exact algorithm conditions
of Beskos et al. [Bes+06], for which GPE leads eligible unbiased estimators. In a recent work,
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in collaboration with Pierre Gloaguen, Sylvain Le Corff and Jimmy Olsson, we proposed to
replace the backward acceptance-rejection step by an importance sampling estimate which
leads to a smoothing algorithm that only requires almost surely positive estimator of the
transition densities, which can be obtained for a wide range of diffusion processes using
the parametrix estimators of Andersson, Kohatsu-Higa, et al. [AK+17] and Fearnhead et
al. [Fea+17]. In Etienne et al. [Eti+21], we show that the IS-PaRIS algorithm is faster
than the GRand-PaRIS algorithm on a sine model. We also illustrate that it can be used
to estimate (through an EM algorithm) a bivariate SDE observed with noise. We chose a
Lokta-Volterra system observed with noise as an example, the observation being the number
of hares and lynx trapped in Canada during the first 20 years of the 20th century (available
in [OB71]).

This algorithm is very promising and solves an important statistical problem because it
extents the class of POD process which can be estimated without discretization bias and
decreases the computational cost compared to other POD smoother. However it is currently
not fast enough to be used with actual movement ecology data (and so are the other unbiased
POD smoothers) and there is still some place for improvement to propose unbiased and fast
algorithm for POD.

3.3.5 Accounting for environment

The GaP model presented in section 3.3.3 is a flexible model to estimate the potential drift
function. This potential is linked to the utilization distribution: As many other popular
approach which study habitat preferences and movement, the density function is estimated
thanks to telemetry data, and this density function can be related to environmental covari-
ates using regression techniques [Mil+06; Lon+09; Zha+14] in a second step. As detailed
in section 3.2.3, this regression function is often defined as a resource selection function
[Man+02]. It is based on the idea that, knowing the habitat composition of a spatial unit,
we can predict its long-term utilization. However, this two step procedure is not satisfying
because it ignores the uncertainty on the estimated utilization distribution.

It is natural to think of the utilization distribution as a consequence of the movement,
which itself depends on the environment, such that short-term movement decisions give
rise to long-term space use. This idea motivates the development of more mechanistic ap-
proaches that link the animal’s movement to its environment, and, ultimately, a mechanistic
movement model with an explicit steady-state distribution, representing the utilization dis-
tribution. The step selection functions model the local movement (a step) as a combination
of a movement kernel and a habitat selection function [TCB14]. The habitat preferences are
assessed in comparison with other potential movements, described by a movement kernel.
However defining what the other potential movements remains a major concern [Mat03;
Lel+13; Nor+13] and up to recently only very simple movement model has been used to
define potential movement. Recently, Avgar et al. [Avg+16] proposed an integrated ap-
proach and assumed that animal movement can be represented by a separable model, more
precisely the product of a discrete time movement kernel and a a selection kernel and pro-
posed to estimate simultaneously these two kernels in an integrated Step Selection Analysis
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(iSSA). Hanks, Hooten, Alldredge, et al. [HHA+15] proposed a continuous-time discrete-
space model to link movement to environmental drivers. In their framework, the movement
is considered as a continuous-time Markov process on a discrete grid of spatial cells. The
spatial grid is usually chosen as the grid on which the spatial covariates are measured, and
the observed locations are binned in the cells. Wilson, Hanks, and Johnson [WHJ18] argued
that the limiting distribution of that movement model can be interpreted as the utilization
distribution of the animal, and proposed a method to estimate it on a discrete grid. These
two approaches described movement on a discrete spatial grid, and their formulation is there-
fore tied to a particular space discretization. Recently, [MBM19] proposed a step selection
model, formulated in terms of an explicit utilization distribution. Their approach described
individual movement as a Markov chain in continuous space, whose stationary distribution
is the utilization distribution. In particular, they suggested that Markov chain Monte Carlo
(MCMC) algorithms, which are used to construct Markov chains with a target station-
ary distribution, can be viewed as movement models. These proposals are implemented in
computationally intensive approaches.

In collaboration with Théo Michelot and Pierre Gloaguen [Mic+19], we brought to-
gether the ideas of [Bri+02] and [MBM19] and propose a new model based on the Langevin
diffusion, which has also been used to construct an MCMC algorithm [RR98]. We assume
that X is the solution of the following SDE:

dXt =
γ2

2
∇ log π(Xt) dt+ γ dWt, X0 = x0, (Eq 3.3.6)

where γ ∈ R+ is a scaling parameter which might be thought as the natural speed of the
individual. The solution to this SDE is a stochastic process which admits π as stationary
distribution. Formulating the same idea from a movement ecologist prospective, assuming
that the movement of an individual verifies Equation Eq 3.3.6, this individual admits π as
utilization distribution function.

We link the utilization distribution π of the animal to spatial covariates with the standard
parametric form of RSF:

π(x|β) =
exp

(∑J
j=1 βjcj(x)

)
∫
Ω
exp

(∑J
j=1 βjcj(z)

)
dz

, (Eq 3.3.7)

where cj(x) is the value of the j-th covariate at location x, Ω ⊂ Rd is the study region,
and β = (β1, . . . , βJ)

′ is a vector of unknown parameters. The denominator in the right-
hand side of Equation (Eq 3.3.7) is a normalizing constant, and is necessary to ensure that
π(x|β) is a probability density function with respect to x.

Using Equations Eq 3.3.6 and Eq 3.3.7, we propose the following model:

dXt =
γ2

2

J∑
j=1

βj∇cj(Xt) dt+ γ dWt, X0 = x0. (Eq 3.3.8)

As this model belongs to the class of potential-based models, inference can be performed
from movement data using different estimation methods for stochastic differential equations

57



CHAPTER 3. STOCHASTIC PROCESSES AND MOVEMENT MODELLING

(SDEs), such as pseudo-likelihood methods as presented in [GEL182]. However, thanks to
the RSF classical form, the Euler approximation has a very simple form

Xi+1|{Xi = xi} = xi +
γ2∆i

2

J∑
j=1

βj∇cj(xi) +
√
∆iεi+1, εi+1

ind∼ N
(
0, γ2Id

)
, (Eq 3.3.9)

where ∆i := ti+1 − ti. This approximation leads to a standard linear model formulation
for Y , the sequence of normalized increments of X:

Y = Zν + E, (Eq 3.3.10)

where

� Yi = (Xi+1 − Xi)/
√
∆i is the two-dimensional normalized random increment of the

process between ti and ti+1,

� Z is the matrix defined by

Z :=
1

2
(I2 ⊗D)



∂c1(x0)
∂z1

∂c2(x0)
∂z1

. . . ∂cJ (x0)
∂z1

...
...

∂c1(xn−1)
∂z1

∂c2(xn−1)
∂z1

. . . ∂cJ (xn−1)
∂z1

∂c1(x0)
∂z2

∂c2(x0)
∂z2

. . . ∂cJ (x0)
∂z2

...
...

∂c1(xn−1)
∂z2

∂c2(xn−1)
∂z2

. . . ∂cJ (xn−1)
∂z2

,


,

with D = (dkl)1≤k,l≤n, with dkl =
√
∆k−1 if k = l and 0 otherwise and where ∂/∂zi

denotes the partial derivative with respect to the i-th spatial coordinate,

� ν = γ2β.

The estimators for ν and γ2 and, as a consequence, the estimator β̂ of the original
parameters are derived from standard linear model theory and, as thus, the computation
time using this Euler approximation is equivalent to the one for fitting a linear regression
model, thus very fast for standard data set sizes. We also proposed to use classical linear
diagnostic to check the residuals and identify regions where the model do not capture the
movement well.

As highlighted in [GEL182] the validity of the Euler approximation is sometimes ques-
tionable in movement ecology application. We use the Metropolis-adjusted Langevin algo-
rithm (MALA) ratio [RT+96] to assess the accuracy of the Euler approximation.

The proposed integrated movement model is implemented in the Rhabit package [EGM20].
This model has been applied to the Steller sea lion data set provided by Wilson, Hanks,
and Johnson [WHJ18] and the corresponding UD is presented in Figure 3.8. It is worth
noting that high densities are found in areas where sea lions are not observed. This is a
consequence of the inclusion of environmental covariates, although no sea lions have been
observed in this area, the habitat is equally favorable.
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Figure 3.8: Estimated utilization distribution for Steller sea lion data set provided by
[WHJ18] (left), and its logarithm, for comparison with the original publication (right).
The black dots are the filtered sea lion locations.

3.4 Switching movement models

In the previous section, I described movement models and propose new models assuming
that the movement model is unchanged during the whole observation period. But landscapes
are spatially and temporally variable at various scales [Lev92], and animals are expected to
adjust their movements to the characteristics of their local environment, so as to maximize
the time spent in profitable (or safe) habitats and minimize time in adverse ones [Pyk78]. As
illustrated by Nathan et al. [Nat+08] and recalled in Figure 3.2, movement is also influenced
by internal factors. Consequently location time series, and/or the various series that can
be derived from them to describe the movement behavior (e.g. turning angle, speed), are
therefore expected to be only piecewise stationary.

Many studies have been developed to reveal behavior from movement data [Mor+04;
GAL09] or reveal home range shift [Ben14; Cag+16]. In fisheries science the same ideas
have been used to predict fishing states (fishing vs not fishing) based on VMS data [Ver+10;
WB10] in order to produce a map of fishing effort. In all those different studies, the observed
trajectory is understood as the realization of a succession of movement models governed by
a succession of activities (foraging, feeding, resting by instance for movement ecology and
fishing vs not fishing in fisheries science) or a succession of different central places in the
Home range shift question5. The activities, represented by the process S in Figure 3.5,
govern the movement of the individual.

Those activities are rarely observed except in very few cases like fishing vessels who
can have on board observers. Although few studies have developed supervised learning
approaches to predict behavior from movement data [LL12], they are quite uncommon
in movement ecology. I should mention some application of those learning approaches
for precision livestock farming [Rah+18] or connected equestrian equipment [Sch+20]. In

5In the remaining of this section, I will only refer to the term activities, but everything is applicable to
the changes in HR.
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such context, movement data are mostly coupled with accelerometer data. Thanks to the
possibility to have on board observers, supervised learning approaches are more popular in
fisheries science than in movement ecology [Mar+15; Rus+11; Joo+11]. In a context of
a small scale fisheries, I have worked in collaboration with a PhD Student from Institut
Halieutique et des Sciences Marines from the university of Toliara, Madagascar, to propose
an efficient machine learning approach to quantify the spatial fishing effort [Beh+21].

Nonetheless, except in some very specific context, quite uncommon in movement ecology,
we don’t face a supervised learning problem but the question of identifying homogeneous
portions of trajectories to be linked with behaviors remain. This question is classically
addressed with one of the following approaches: Methods based on Hidden Markov Model
and methods based on change point detection.

The DAG presented in Figure 3.5 can be formalized as follows. Let S = (St, t ≥ 0) be
a hidden process with finite space state S = {s1, . . . , sA} which describes the activities of
an individual. We denote by J1, . . . , JK the sequence of jumping times such that

Jk = inf
{
t > Jk−1, St ̸= SJk−1

}
.

The movement model is assumed to stay unchanged on the interval [Jk, Jk+1[ and, as
such, the distribution of the observed sequence on the same interval is characterized by a
set of parameter depending on SJk

Xi:j|SJk , Xti−1
∼ L (θSJk

) for Jk ≤ ti < . . . < ti+j < Jk+1.

Figure 3.9 shows an example of such model. The succession of 3 different movement
regimes have been simulated with three different Ornstein Uhlenbeck processes to repre-
sent different central foraging places. Given the sequence of relocations, the goal is then
to identify some homogeneous portion and estimate the parameters of the corresponding
models.

3.4.1 Hidden Markov Model

As mention in section 1.2.2, the HMM approach is very popular to account for heterogeneity
in time series and as so it has been widely used in many different applications [Mor+04;
WB10; GAL09] as a classical approach for time series segmentation. In this context, S is
assumed to be a discrete space Markov chain S0:n = (S0, . . . , Sn) and, consequently the
sequence of sojourn times (Jk − Jk−1, k ≥ 1) is a sequence of independent geometrically
distributed random variables.

In most applications, the random variables X0, . . . , Xn
6 are assumed to be independent

conditionally on the hidden states. In the movement ecology community, the inference is
mainly conducted under a Bayesian framework and the predictions Ŝ for the hidden sequence

6In many applications, the sequence X is not the sequence of relocations but some metrics derived from
these relocations as presented in section 3.3.1 and illustrated in Figure 3.5. Thus X0:n is the bivariate
sequence of turning angles and speed for example, or persistent and rotational velocity.
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Figure 3.9: Simulated trajectory, resulting from a succession of three different Ornstein
Uhlenbeck processes to represent variations in central foraging places. The triangle (resp.
the square) indicates the start (resp. the end) of the sequence. On the right side, the
relocations have been colorized according to the movement used to simulate.
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are defined by the sequence of the individually most likely states i.e.

Ŝ0:n = (Ŝ1, . . . , Ŝn), with Ŝi = argmax
si

P {Si = si|X0:n} .

As part of Pierre Gloaguen’s PhD thesis and in collaboration with Stéphanie Mahévas
and Etienne Rivot, we analyzed French fishing vessels trips with an auto regressive process
(AR) as emission distribution (the distribution of the observations) to describe the move-
ment of fishing vessels [Glo15]. Contrary to most previous applications in the field, the
estimation was conducted using the EM algorithm using the Viterbi algorithm, the state
reconstruction was based on the mode of the smoothing distribution S, i.e. the global most
probable sequence given the observation and the estimated parameters:

Ŝ0:n = argmax
s1,...,sn

pθ̂ {S1 = s1, . . . , Sn = sn|X0:n} .

Few differences were found between the two state reconstruction methods.
However, the HMM approach has several drawbacks. First, as a discrete-time model, it

suffers from the common weaknesses of these models mentioned in section 3.3.1: difficulty to
compare studies with different sampling times, regularity of the sampling process. Second,
the Markov property implies that the sojourn time in a given state follows a geometric dis-
tribution. Finally, the discrete formulation of the model implies that the behavioral switch
occurs simultaneously with the observation. This latter assumption is highly questionable
in certain contexts, for example in the case of marine mammals whose positions are only
recorded when they surface.

Using fisheries data, with on board observers and with a high sampling rate compared
to the sojourn times, we have examined the relevance of the different assumptions and how
semi Markov processes could improve the fit of such models [Bez+21]. We proved that the
Markov models are robust to deviations from these assumptions.

To conclude this short section on the use of HMM for the segmentation of movement
data, I would like to mention the package [MLP16] which provides a very flexible tools for
segmenting movement data through an HMM approach, considering the movement as a
succession of step length and turning angles. The model is fitted by numerically optimizing
the likelihood with no help of the EM algorithm. Some environmental covariates can be
included via a multinomial logit link in the transition matrix, the transition between states
account for the environment.

3.4.2 Change point detection

An alternative to HMM and HSMM, which circumvents the difficulty of proposing relevant
model for sojourn time is the change point detection method, which is a classical signal
processing method.

Assuming that S is a constant piecewise function with K− 1 changes at unknown times
τ = τ1, ..., τK−1 with the convention τ0 = −1 and τK = n. S increases of one unit, at each
change point. The value of the process S at time t indicates the identification number of the
segment which contains t. This defines a partition of the data into K segments, segment k
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being of length nk. In any segment k, the sequence Xτk−1+1:τk is assumed to be a sequence
of iid random variables with pdf parameterized by θk:

Xj ∼ fθk(.), for j ∈ {τk−1 + 1, . . . , τk} , k = 1, . . . , K, (Eq 3.4.11)

Given the number of segments, the unknown parameters are the change points τ and
the set θ = (θk, k = 1, . . . , K). They are estimated by maximizing the log-likelihood.

(τ̂ , θ̂) := argmax
(τ ,θ)

K∑
k=1

τK∑
t=τk−1+1

log fθk(xk). (Eq 3.4.12)

The brute-force algorithm consisting in optimizing the log likelihood over the

(
K − 1
n− 1

)
possible values for τ is numerically intractable. The problem is solved by the dynamic
programming (DP) algorithm. An extensive presentation of this algorithm and a review of
the most recent results can be found in [Leb18]. Figure 3.10 provides an illustration of such
procedure for univariate signal.

Several methods exist to fix the optimal number of segmentsK⋆ based on model selection
criterion like the modified BIC criterion proposed by Zhang and Siegmund [ZS07] or the
largest slope change as proposed by Lavielle [Lav05].

A hierarchical extension of this model, named segmentation/clustering model has been
proposed by Picard et al. [Pic+05] and applied to aCGH profiles (presented in the section
2) to identify sub-segment and decide whether or not a sub-segment should be classified as
altered. More generally this approach assigns each segment to a cluster m. S0:n takes only
values in {1, . . . ,M}, M standing for the number of cluster. For a given segmentation τ ,
we assume that

Xj|Sj = m
i.i.d∼ fθm(.), j ∈ [τk−1 + 1, τk].

Sτk−1+1:τk being constant, we can introduce the random variable Zk standing for the state
of segment k with k = 1, . . . K. Zk is assumed to follow a multinomial distribution specified
by its probability vector (π1, . . . , πM). The estimation of this model is based on an iterative
procedure. K being given, the initialization step consists in running the DP algorithm to
obtain the best segmentation in K segments. The two following steps are then repeated
until convergence:

� For a given segmentation, the model parameters (θm,m = 1, . . .M) and (π1, . . . , πM)
are estimated using an EM algorithm.

� The parameters being fixed, the DP algorithm identifies the best segmentation in K
segments.

As part of Rémi Patin’s PhD thesis and in collaboration with Emilie Lebarbier and Simon
Benhamou, we proposed a straightforward extension of this model to multivariate signals
[Pat+192] and implemented it in the corresponding R package [Pat+191]. Although
this approach assumed a very simplistic movement model (we chose a normal multivariate
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Figure 3.10: The left panel presents the a raw univariate signal to be segmented. The
middle panel shows the result of the change point detection procedure on this signal. There
are K = 5, three of them with war colors correspond to high expected values while the
two other segment are characterized by smaller expected values. Finally the right panel,
presents the segmentation-clustering model applied to this signal. There are two clusters,
the first one consists of all high mean segments, while the second cluster is composed with
the two low mean segments.
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model), it has been proven to be very robust on simulations and real case applications.
The main drawback relies on the modified BIC criterion we proposed to select the number
of cluster which do not provide relevant biological results. This problem has also been
mentioned by [Poh+17].

HMM methods and change point detection methods have first been developed for signal
processing and therefore are part of classical toolkit for time series analysis. However, animal
movement is not only a temporal object and we should also consider the spatial component.

I am currently developing with Julien Chiquet, Sophie Donnet and Adeline Samson an
extension of the segmentation/clustering approach to a larger choice of movement models,
which are treated as spatio-temporal object. When the likelihood is expressed as a sum over
all segments, the optimization over the segmentation space can be handled using the DP
algorithm. As such, most of classical movement models can be included in this approach.
The limit can arise from the estimation step for a given segmentation, which should be
quick enough to be treated within this DP approach to avoid prohibitive computation time.
Brownian motion, Ornstein Uhlenbeck model, Continuous correlated random walk observed
at some discrete times can be represented as linear models and, as so, the estimation step in
straightforward. More interestingly, the Langevin model who explicitly includes the effects
of spatial covariates on the movement, presented in section 3.3.5, thanks to the Euler ap-
proximation, can be approximated by a linear model. Coupling the segmentation-clustering
approach to the Langevin model, we will be able to propose quite realistic movement mod-
els which account for switch in behaviors and to produce the utilization distribution map
associated to each behavior but also the average utilization map by integrating the time
spent in each behavior. This work as well as other extensions will be again discussed in the
final conclusion of this document.

3.5 Conclusion

In this chapter, I have presented my recent work which aim at proposing efficient and
realistic models and methods to study animal movement. At the end of the last section I
drafted some on going work on this subject.

There are also some perspectives I would like to mention now. First it will be straight-
forward to include some random effects in the model presented in Equation Eq 3.3.8 to
account for individual heterogeneity in the space utilization. Again thanks to the Euler
approximation, the estimation of this random effect movement model will be reduced to the
parameter estimation in a mixed effect model and could be included in the change point
detection approach described in section 3.4.

The question of multiple trajectories is of great interest since the GPS device become
cheaper every day, the number of individuals monitored simultaneously tends to increase
everyday and this raises the question of joint movement analysis. This question is cur-
rently poorly addressed. The definition and the measure of joint movement are even not
precisely defined, as we discovered while working on a review for measuring dyadic move-
ment [Joo+18]. To my knowledge, joint movement analysis mostly rely on Individual
Based model which attempts to reproduce emergent collective behavior from simple rules
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between individuals. However Brillinger, Preisler, and Wisdom [BPW11] proposed a similar
approach using SDE. For any individual i, (i = 1, . . . , N), they assumed that:

dX i
t = ∇P (X i

t) dt−∇V (X i
t , X

−i
t ) dt+ γ dWt, and X i

0 = xi
0

the function V being used to introduce interactions between individuals. This approach
seems promising even if the interactions are not systematically instantaneous, especially in
the case of leader-follower interactions. To account for switching behaviors, this model can
be embedded in a hierarchical approach as long as efficient algorithms can be developed to
estimate them.
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fort in small-scale fisheries using GPS tracking data and random forests”. In:
Ecological Indicators 123 (2021), p. 107321.

[Ben11] Simon Benhamou. “Dynamic approach to space and habitat use based on
biased random bridges”. In: PloS one 6.1 (2011), e14592.

[Ben14] Simon Benhamou. “Of scales and stationarity in animal movements”. In: Ecol-
ogy Letters 17.3 (2014), pp. 261–272.

[Bes+06] Alexandros Beskos, Omiros Papaspiliopoulos, Gareth O Roberts, and Paul
Fearnhead. “Exact and computationally efficient likelihood-based estimation
for discretely observed diffusion processes (with discussion)”. In: Journal of
the Royal Statistical Society: Series B (Statistical Methodology) 68.3 (2006),
pp. 333–382.

67



CHAPTER BIBLIOGRAPHY

[Bez+11] Nicolas Bez, Emily Walker, Daniel Gaertner, Jacques Rivoirard, and Philippe
Gaspar. “Fishing activity of tuna purse seiners estimated from vessel moni-
toring system (VMS) data”. In: Canadian Journal of Fisheries and Aquatic
Sciences 68.11 (2011), pp. 1998–2010.

[Bez+21] Nicolas Bez, Marie-Pierre Etienne, Pierre Gloaguen, and Stéphanie Mahévas.
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Hierarchical Bayesian models for
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The conservation and the sustainable use of the oceans, seas and marine resources is the
object of the 14th sustainable development objective. The International Union for Conser-
vation of Nature’s (IUCN) Red List of Threatened Species evaluates the extinction risk of
thousands of species and subspecies and propose a classification into 8 categories (Extinct,
Extinct in the wild, Critically endangered, Endangered, Vulnerable, Near threatened, Least
concern, Data deficient). Over 116 000 species have been assessed for The IUCN Red List
up to now. The scientific assessments are conducted by different organizations (ICES ex-
pert groups, NGOs) and propose to define abundance indices in order to fit dynamic models
used for projections in the coming years. Therefore the first step in assessment of wildlife
populations consists in defining relative abundance indices.

Abundance is obviously the result of unobserved complex spatio-temporal processes.
Monitored abundance data are very diverse: scientific surveys, commercial catch in the
context of fisheries and citizen science data, the latter two resulting from a complex sampling
design. As a consequence, the abundance data present complex dependence pattern which
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are the result of the spatial structure of the population and their habitats, the dynamic of the
monitored population, or of the sampling process. The hierarchical framework, introduced
in section 1.2.2 appears well suited to account for these complex dependencies.

4.1 Hierarchical Bayesian modeling

The terminology of Hierarchical Bayesian Model (HBM) is introduced by Berger [Ber85] and
become popular in environmental and ecological science from the 1990s. As stated by Clark
[Cla05], Hierarchical structure brings flexibility to the modeler and efficient algorithms have
now been developed (Monte Carlo with Markov Chains, Roberts and Rosenthal [RR04],
Sequential Monte Carlo [DGA00] and more recently Hamiltonian Monte Carlo [BG15] and
all their variants). Additionally, the success of those hierarchical models is also explained by
the development of softwares which propose a general implementation of those algorithms
so that the modeler do not have to worry on the statistical inference (historically WinBUGS
is the first one [Spi+03], but many others have proposed alternative stochastic algorithms).

4.1.1 Hierarchical model

Hierarchical models are characterized by the use of hidden variables as presented in Figure
3.5 and, following Berliner [Ber96] they are formalized in terms of three different layers:

� A data level which represents the observation/sampling process and specifies the prob-
ability distribution of observations given the underlying process.

� A hidden (latent) process level which represents the ecological mechanisms.

� A parameter level.

The switching movement models presented in section 3.4 and the HMM are examples of
Hierarchical model. Hierarchical model is often used in stock assessment to represent com-
plex biological dynamical process. The data level represents how the different observations
are linked to this underlying process (observations are often several scientific abundance
indices, commercial catch declarations which may target different stage of the population,
with different gears). The use of this intermediate level process is a powerful way to repre-
sent the complex dependence between the different observations. As a very simple example,
in [Weg+16], we studied the evolution of the population of sympatric Subantarctic (Arc-
tocephalus tropicalis) and Antarctic fur seals (A. gazella) at Marion Island. The colonies
on the island are counted either through direct count, through a capture-mark-recapture
(CMR) count, or count from the cliffs for inaccessible beaches. Some beaches are counted
with the two or three methods. Using hierarchical modeling, we developed an integrated
approach which accounts for all source of data simultaneously and also estimates the prob-
ability of under detection for the direct count and the top cliff counts compared to a CMR
approach. The corresponding DAG is given in Figure 4.1. Since the different observation
process are linked to unknown number of pups on the beach, this model account for the
complex dependence between the different observed counts on a given beach.
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Figure 4.1: The directed Acyclic graph for the study of the pups seal populations on Marion
Island. The green box represents the different dataset, the red oval is the unknown number
of pup seals on beach s at year y and the blue ovals are the different parameters.

4.1.2 Bayesian inference

The flexibility offers by the hierarchical modeling approach is just one reason of the pop-
ularity of this framework among environmental modeler. In an article entitled Why envi-
ronmental scientists are becoming Bayesians, Clark [Cla05] underlines the strength of the
Bayesian approach especially in a decision-making context since uncertainty about param-
eters is propagated in predictions and inform the decision. The salmon stock assessment
conducted by the Working Group on North Atlantic Salmon of the International Council
for the Exploration of the Sea (ICES) uses a HBM at the Atlantic Ocean scale and inte-
grates heterogeneous data (CMR data, survival data, commercial catches, ...) from sixteen
countries [Ahl+19].

Even if the modeling flexibility offered by HBM partly explains the success of these
approaches in ecology, it should not be forgotten that this success has been made possible
by the development of high-performance softwares that offer an automatic implementation
of recent estimation algorithms : WinBUGS, JAGS, INLA, Nimble, Stan [Spi+03; Plu03;
MR09; Val+17; Car+17]. Thus, modelers are less concerned with parameter estimation
issues, although a certain expertise in model parameterization remains essential.

Bayesian estimation is closely related to the notion of prior elicitation. The question
of prior elicitation is of little importance in a data rich context, but most of ecological
questions are addressed with few data because of the human cost, the monetary cost or
the invasive side of data collection for most studies. Even in data rich stock management
context, the increase in the biological realism of the models has produced complex models
with parameters that are difficult to estimate with the available data. The question of
prior elicitation then takes on its full importance. Prior knowledge can be defined thanks
to expert knowledge [COM09] or meta analysis of the literature [Sim+11]. However the
question of the prior choice remains a difficult and controversial issue. Whenever possible,
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it is preferable to favor an objective Bayesian approach as defined Berger et al. [Ber+06].
Finally, to close this paragraph on the prior choice, I should mention that priors are also
often chosen for their mathematical properties to improve the quality (in terms of mixing
for example) of the numerical algorithm used for the estimation.

4.2 The question of the spatial representation of zero

inflated data

As part of Sophie Ancelet PhD, I have been involved in a collaboration with Fisheries
and Oceans Canada to analyze the abundance survey data from the southern Gulf of St.
Lawrence (sGSL) figured by the red box in Figure 4.2. This survey consists on a stratified
random design of scientific bottom-trawl surveys each September since 1971 . The stratifi-
cation is based on depth and geographic area, with a varying number of sampled sites each
year. The target fishing procedure is a 30mn straight-line tow at a given speed but it may
vary depending on the weather conditions.

Abundance survey data are typical of zero inflated data as illustrated for the Urchin
abundance in figure 4.2. This terminology refers to an excessive presence of zeros [TL14]
and formally it corresponds to distribution whose mass at zero exceeds the expected mass at
zero for any standard probability distribution function. Zero-inflated data are encountered in
many disciplines, including agriculture, econometrics, epidemiology, industrial applications,
public health. Zero inflated Count data has been the subject of many recent developments
especially because of their use in metagenomics [Jon+19] or health care [CZZ19]. Until
recently, continuous Zero inflated data has received less attention except in animal Ecology.

4.2.1 Zero inflated data

A classical approach consists in a so called two parts, hurdle or Delta models, which as-
sume that zero and nonzero data arise, respectively, from separate processes [Ste96; MP04].
However the break between zero and nonzero values presents a particularly unnatural discon-
tinuity in density data, where many zeros are actually stochastic clues of a strong gradient of
decreasing biomass quantities as also discussed later by Thorson [Tho18]. Since the catches
are the results of the towing process, a model which naturally accounts for the tow duration
would be preferable.

In [Anc+10] and later in [Lec+132], we have explored the use of a compound Poisson
with Gamma marks (a member of the Tweedie family) named CPG here after.

For a given sampling site, i, sampled during a duration Di, the observed catch Yi is
defined by Yi ∼ CPG(µ, α, β), i.e.

Yi =
Ns∑
l=0

Zl, Zl
i.i.d∼ Γ(α, β) (Eq 4.2.1)

Ni∼P(µDi).
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Figure 4.2: DFO conducts annual monitoring of invertebrate abundance in the southern Gulf
of St. Lawrence figured by the red box. Focusing on the urchin biomass and year 1994, the
red points indicate a zero catch while a yellow point indicates a positive observed biomass.
The southern gulf is divided into 38 strata used for the stratified sampling design and quite
homogeneous in terms of depth and habitat. The histogram represents the distribution of
the urchin sampled weights.
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Figure 4.3: The compound Gamma (resp. Exponential) Poisson process defined as a com-
pound Poisson process. The positions of clumps are drawn from a Poisson process and the
biomass contained in a clump is also random with a Gamma distribution (resp Exponen-
tial). The towed are is figures by the grey zone. The observed biomass is then the sum of
the biomass contained in every collected clumps.

From a hierarchical point of view, the model assumed that the clumps of biomass are
distributed according to a Poisson process with intensity µs and the marks associated to
the clumps (i.e. the biomass in every clumps) are Gamma distributed1. A schematic repre-
sentation of the model is given in Figure 4.3.

The major advantage of this model is the additivity properties [Jør87] which provides a
straightforward approach to incorporate the trawling duration by scaling the Poisson inten-
sity parameter: the expected biomass is the product of the density µs at location s by the
duration Ds

2. In Delta models approach, the tow duration is either used to standardized the
data or included as the covariates. In [Lec+132], we found that variable sampling volumes
produce inference challenges for the Delta models but not for the Compound Poisson model
which is consistent with the theoretical arguments we presented concerning the additivity

1In [Anc+10] , we focused on a simpler version where the marks are exponentially distributed.
2The correct value should be

∫ t+Ds

t
µs(t)dt, where s(t) is the path travelled by the vessel during the

towing process. By approximating this quantity with µsDs, we assume that µ is almost constant at the tow
level, that the vessel is moving at constant speed and we specify the intensity of the Poisson process up to
a constant.
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property.

The expected biomass recolted during a standard tow of duration Dref is given by
µDrefα

β

when the marks are distributed according to a Gamma distribution with shape α and rate
β (the shape being equals to 1 for the exponential distribution).

4.2.2 Accounting for spatial dependence

The model proposed in Equation Eq 4.2.1 assumes that abundances is constant over the
whole area. Thanks to hierarchical modeling framework, it is straightforward to propose
more realistic abundance model.

We propose different improvements in [Anc+10] and [Lec+131] by adding a new pro-
cess layer to model the spatial variation in the intensity of the Poisson process. As the
scientific surveys of the Saint Lawrence Gulf is structured in homogeneous (in terms of
habitat and depth) strata, we considered a regionalized version of the previous model, i.e
a Cox process where the intensity of the Poisson process is constant for each strata µs,
and (µs)si=1,...S are i.i.d. random gamma distributed variables. The Gamma distribution
is chosen for its mathematical commodity to speed the estimation algorithm using partial
conjugacy properties 3.

A major source of spatial organization arises from the spatial organization of the covari-
ates and habitat preferences of different species. In [Lec+131], the intensity of the Poisson
process is expressed as a linear function of covariates plus a spatial Gaussian Markov process
using a logarithm link.

The modeling work developed for the analysis of scientific survey in the southern Saint
Lawrence Gulf proved the flexibility of the compound Poisson process while used in a hier-
archical modeling approach for analyzing spatially correlated zero inflated continuous data
including covariates.

The estimation of those models have been conducted using different softwares (Win-
BUGS, JAGS and Nimble) but the computation time tends to become prohibitive with
large dataset. The spatial process model could be expressed as a discrete grid convolution
[Hig02; Cal04]. As part of his PhD project, Jean-Baptiste Lecomte explores the use of
discrete grid convolution approach to reduce the problem dimension of this spatio-temporal
model. Finding an accurate grid definition was found difficult at this time and the compu-
tation time was prohibitive except for some toys example.

In the last 10 years, the Stochastic Partial Differential Equations (SPDE) approach
coupled with Integrated Nested Laplace Approximation [RMC09; LRL11; Kra+18] have
been proven to be well suited for fitting complex models to many of the rich spatial data
sets and the Tweedie distribution which generalizes the CPG model is now available in
INLA.

3This choice permits a frequentist approach using the EM algorithm which is also available in a technical
note in Etienne et al. [Eti+09]
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4.3 On going and future work: Accounting for prefer-

ential sampling

The models presented above estimate abundance from spatially zero inflated data and im-
plicitly assume that the sampling process and the abundance are independent conditionally
on the accounted covariates. Although this assumption may be reasonable in the case of
scientific survey, it is very questionable when it comes to data from commercial fisheries.
Obviously the fishing vessels focus preferentially in areas with high potential, a situation
refered as preferential sampling by Diggle, Menezes, and Su [DMS10], i.e. the sampled
locations and the process of interest (here abundance density) are conditionally dependent
given modeled covariates.

Commercial data are massive and cheap and represent a major source of information
about abundance. For some fisheries there are even the major source of information (Atlantic
tuna fisheries for example). Historically, commercial catches are corrected for different effects
(zone, vessels, season, . . .) through (generalized) linear models to build relative abundance
indices. However, most methods ignore this preferential sampling issue.

Following Diggle, Menezes, and Su [DMS10], Pati, Reich, and Dunson [PRD11] propose a
flexible model, spatially continuous, to account for preferential sampling when observations
are assumed to follow a Gaussian distribution. More recently, Conn, Thorson, and Johnson
[CTJ17] propose an extension to the previous approach where the observations are count
data but consider discrete space (areal) models.

4.3.1 A first hierarchical model for preferential sampling

As part of Baptiste Alglave PhD thesis, I collaborate with Baptiste, Etienne Rivot (Agro-
campus Ouest) , Youen Vermard (Ifremer) and Mathieu Woillez (Ifremer) to propose a
preferential sampling model that accommodates zero inflated data. This model is intended
to be used on the Sole fisheries to quantify how abundance varies in time.

The fish density is represented by a spatial field S defined by

S(x) = exp

{
αS +

d∑
i=1

βdcd(x) + ν(x)

}
, ∀x ∈ D,

where

� D is the domain of interest,

� αs a baseline constant,

� cd(x) is the value of the dth environmental covariate at position x and βd its effect,

� ν is a spatial Gaussian random field to account for spatial dependence.
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Conditionally on S, the commercial sampling is then assumed to follow an inhomoge-
neous Poisson point process X with intensity λ, defined by:

λ(x) = exp {αC + γ logS(x) + η(x)}, ∀x ∈ D,

where

� αC is a baseline constant,

� and η is a spatial random field to account for the spatial dependence not represented
by the fish density.

Conditionally on S and X, the commercial and scientific data are assumed to follow a log
normal zero inflated distribution whose parameters are driven by S. The estimation of such
hierarchical model can be challenging. However the direct maximization of an approximation
of the log likelihood is possible by approximating all Gaussian random fields in the model
by Gaussian Markov random fields as suggested in Lindgren, Rue, and Lindström [LRL11]
and using Automatic differentiation [Nau11] as implemented in the tmb package [Kri+16].
As illustrated by a simulation study built to reflect the Sole fisheries data characteristics,
the model behaves well. We showed that scientific data are not mandatory to provide good
density estimation as soon as preferential sampling in commercial data is accounted for
[Alg+21].

This model provides a solid basis for exploring the possibilities offered by the cheap
and massive regulatory commercial data potentially available all year long (depending on
the fishing restriction). Therefore we are now working to incorporate a temporal and a
demographic component to this model.

4.3.2 Linking movement and catch data

Another question arises from the use of regulatory commercial catch data since the raw data
consist in a weight of catch aggregated by species, spatial administrative unit, vessel and
day. A map of spatial administrative units for the English Channel is produced in 4.4 as an
example. Those area are quite large in regards to the potential spatial abundance variations
in fish density.

Since most of the fishing vessels are now equipped with Vessel Monitoring System (see
footnote 4, p. 53), an algorithm is used to identify the fishing locations (mostly a simple
speed filter, but it could be any of the models presented in section 3.4). The catch are
then proportionally allocated to the different fishing positions which results in geolocalized
catches that are used to estimate abundance with the preferential sampling model presented
above. However this two step procedure tends to produce overly smooth fish densities. Sev-
eral research direction could be considered to improve the fish density estimation. First the
previous model could be used to explore actual consequences of such proportional alloca-
tion on fish densities estimation. If the estimated density is proved to be sensitive to the
choice of the allocation methods, the previous model should be updated to account for the
aggregation of the data. Eventually, an integrated model linking fishing vessel movement
and commercial catch data could be explored.
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Figure 4.4: The ICEs fishing areas in the English Channel and the corresponding statistical
units used for catch declarations (logbooks).
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[Lec+131] J.B. Lecomte, H.P. Benôıt, M.P. Etienne, L. Bel, and E. Parent. “Model-
ing the habitat associations and spatial distribution of benthic macroinver-
tebrates: A hierarchical Bayesian model for zero-inflated biomass data”. In:
Ecological Modelling 265.0 (2013), pp. 74–84. issn: 0304-3800. doi: 10.1016/
j.ecolmodel.2013.06.017.

88

https://doi.org/10.18637/jss.v070.i05
https://doi.org/10.18637/jss.v070.i05
https://doi.org/10.1016/j.ecolmodel.2013.06.017
https://doi.org/10.1016/j.ecolmodel.2013.06.017


CHAPTER BIBLIOGRAPHY

[Lec+132] Jean-Baptiste Lecomte, Hugues P. Benôıt, Sophie Ancelet, Marie-Pierre Eti-
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Every chapter of this document has ended with a short conclusion on the topic of interest.
Therefore my purpose is not to repeat every points already mentioned before in this final
conclusion. I use this chapter to highlight the way I conceive research in applied statistic
for biology. As an applied statistician, I aim to develop new statistical methods useful for
biology and ecology and this can’t be achieved without understanding the questions raised
by those disciplines. This is only possible because strong interactions with biologists and
ecologists. Once the question is understood, its formalization is the first statistical work,
which is then, of course, followed by a phase of theoretical or methodological development.
One must then remain vigilant to deliver results that have a practical interest, and I detail
what this means for me in the second part of this chapter. Finally, I will suggest some
directions for my research to come.

5.1 Building close connections with practitioners

My PhD thesis was my first research experience at the interface between statistics and
biology. My supervisor and I had identified a situation in the literature where the behavior
of the local score was unknown. My work had consisted in exploring this behavior. However,
when I tried to identify concrete situations to apply the results we had obtained, I found
very few. Clearly, the chosen approach was not the right one.

It is obvious to me today that I must first immerse myself in biological issues to ensure
that I develop relevant tools. However, after my PhD thesis, it took me quite a long time to
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figure this out and identify a research theme in statistics that I thought would be useful. My
sabbatical in 2009 in the Fisheries Center at the University of British Columbia, working
with Dr Murdoch McAllister gave me the opportunity to take part in two stock assessments
[Yam+10; Yam+11]. A few years later, I have been funded by the International Com-
mission for the Conservation of Atlantic (ICCAT) to assess, in collaboration with Murdoch
McAllister and Tom Carruthers, whether an age-structured model would improve the stock
assessment of an iconic species, the Atlantic bluefin tuna (Thunnus thynnus). Contrary to
what we had expected, we proved that given the available data and the associated uncer-
tainties more complex models won’t improve the assessment mostly because identifiability
issues [ECM13]1.

Although this is not the core of my research activity, I try to maintain these collabo-
rations in order to build or keep a link with colleagues interested in subjects other than
statistics, specifically in my institution (AgroParisTech up to 2017, [Gro+09; Sau+16]
and Agrocampus Ouest from then [Gen+20]). Most of the work developed during these
collaborations might fall in the domain of statistical consulting but some pojects still require
the development of ad-hoc models, as in [Fri+16] which involves a nice specific mixture
models. Project students are also nice opportunities to maintain those collaborations.

5.2 Providing practical results that can be used by

biologists and ecologists

Since the end of my PhD thesis, it is a constant concern that the research I am proposing
should have practical outcomes. This concern can take different forms.

In my most theoretical works, I have always attempted to give explicitly computable
results. When it involves a limit approximation, I have worked to bound the rate of conver-
gence [EV04] as it is still currently the case with the rate of convergence of the pure jump
Markov process to the Ornstein Uhlenbeck that my coauthors and I are striving to obtain.
I have also evaluated the relevance of the so obtained bounds by conducting numerical sim-
ulations [Eti02] and this will be done as well to assess the performance of the proposed
algorithm for the distribution of the longest excursion above a given threshold.

Continuous processes (continuous in time or in space) often prove to be useful in ob-
taining practically usable calculations. As an example, the exact formulas in finite horizon
obtained by Daudin and Mercier [DM99] and recalled in formula Eq 2.1.4 for the local score,
as well as the formula on recurrent alterations proposed by Robin and Stefanov [RS15] be-
come too memory- and/or time-consuming as soon as long sequences are considered. On
the contrary, limit approximations are very precise and are often easier to calculate2. In the
context of movement ecology, utilization distribution and resource selection function based
on movement data are often considered on discretized space [Avg+16] which requires heavy
simulations. The Langevin model approach detailed in section 3.3.5 proves once again that

1Therefore Ben Bolker’s talk at the International Statistical Ecology Conference held in 2014 [Bol14] dis-
cussing the concept of Statistical Machismo proposed by Brian McGill [McG12] had a particular resonance.

2Even if it still needs to be demonstrated for functionals involving the OU process.
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continuous time formulation can sometimes circumvent time-consuming issues.
However continuous time models are not always an obvious solution. Accounting for

observation error in movement model leads me to the study of partially observed diffusions.
This practical question was at the origin of my interest on the estimation of POD. The
works I have developed lead to contributions in statistics even so the proposed solutions
are currently too computationally demanding to be of practical use. The question of the
estimation of POD is a very active field of research in statistics and we can expect new
improvement in the coming years which might produce more efficient algorithms.

Bringing statistical methods to practical use also means making them available in pack-
ages. I always gave access to my codes before I realized it wasn’t nearly enough. The R
software [R C18] provides a straightforward way to popularize statistical methods. Thanks
to the impulse of two collaborators, I participated in the development of two packages re-
cently [gloaguen2020rhabit; Pat+191], but I invest more in this aspect of the work in
the years to come.

A key aspect of making a methodological development usable in practice involves pub-
lication in scope specific journals. This could be done in two ways. When the statistical
method developed involved a bit of theory and is better suited to a statistical journal, it is
important to collaborate to produce a practical application of this method. That was one of
my goal with my PhD thesis work, but the studied assumptions seem to be too restrictive
for practical use. I will continue to pursue theoretical work on genomic alterations. The
other way consists in publishing in multidisciplinary journals which I now do as much as
possible.

5.3 Perspective

This section proposes the perspective I would like to explore in the coming years. Some of
them are short- or medium-term perspectives while others require a long term horizon.

5.3.1 Around the excursion of the Ornstein Uhlenbeck process

The work initiated around the convergence of a pure jump process to the Ornstein Uhlenbeck
process and more specifically the convergence of the corresponding excursions is still in
progress. As presented in the conclusion of the chapter 2, we have good directions to obtain
the rate of convergence and then finish the corresponding paper. Nevertheless, many other
questions still need to be explored around this subject. First the distribution of the lengths
of excursions around m of an Ornstein Uhlenbeck process is not known except in the specific
case where m = 0 [PY971]. As described in the last section of the same chapter, we propose
an algorithm to compute the cumulative distribution function using a particle Monte Carlo
algorithm. This algorithm relies on the simulation of the first hitting time to reach m, which
is analytically given by either a series representation or an integral representation [APP05]
but not so easy to sample from. Furthermore, as the the proposed algorithm will be used
to evaluate the significance of an observed excursion, we expect to deal with large value of
m, corresponding to the tail of the distribution. Consequently, we are lead to simulate rare
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events with intractable CDF. There are many directions to explore and compare in order to
provide practical results on the CDF of the longest excursion (such as simple discretization
scheme or Sequential Monte Carlo for rare event simulation [Cér+12]).

5.3.2 Around the Langevin model for movement ecology

As mentioned in Chapter 3, the Langevin model used to link movement data to resource
selection function is promising. Thank to a simple Euler approximation, this model can be
simplified to a linear model.

This approximation opens many potential extensions. A first one would consist in ac-
counting for individual heterogeneity by incorporating an individual random effects. From
the estimation point of view, this would simply transform the Euler approximation into a
mixed linear model instead of simple linear model. The resulting map could be examined
at the population level for conservation management or at the individual level to study the
space use heterogeneity among individuals. The Langevin model could also be embedded
within a hierarchical approach to account for switch in resource selection function according
to some internal unobserved states. A first simple version would assume, as proposed in sec-
tion 3.4 that changes in behavior are synchronized with the sampled times. Unfortunately,
this simple version would suffer from the classic drawbacks of discrete-time models which
simultaneously model the movement process and the sampling process. To circumvent this
assumption, we could assume that the state process is a continuous time pure jump process,
but the simplicity of the Euler approximation would be lost. Conditionally on the switching
times and using again the Euler approximation, the continuous time switching version of
the Langevin model could be approximated by a mixture model, with some missing observa-
tions. Using uniformization approach [Ros+96] to sample the potential switches, we should
be able to propose a Monte Carlo EM estimation algorithm.

Beyond these two well-identified aspects, I also plan to explore more open questions.
The Langevin model proposed in [Mic+19] has been developed to account for quantitative
environmental covariates, however suitable habitats is often described by discrete variables.
First, I would like to explore a simple model, where the speed, characterized by the diffu-
sion term, would change according to the visited habitat. This could be formalized as an
extension to R2 of the results obtained by Lejay and Pigato [LP18]. Finally, I would be
interested to explore the extension of the same model to account for dynamic covariates
such as temperature, winds, etc ... The question has been raised many times while I was
presenting the model and it is of major practical interest. As the movement is driven by the
gradient of the environmental covariates at a given location, for a given time, the Langevin
model could cope with dynamical covariates. However it opens many conceptual questions
if only the definition of the stationary distribution in this context.

I believe that the perspectives described in this section can be used to define one or two
interesting PhD thesis topics. According to the potential student interests and profiles, these
subjects could be declined in more methodological (especially for the direct extensions of
the Langevin model) or theoretical versions. A collaboration with Antoine Lejay is planned
for the adaptation of these methods to movement models.
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I conclude by emphasizing the aspects that are important in my approach to research.
I particularly enjoy taking a problem from a field of application I am passionate about
and formalizing it into a statistical problem. This work at the interface between disciplines
requires an understanding of the major ideas of the field of application. It also requires being
able to communicate simply on the mathematical aspects so as to discuss the relevance of the
simplifying assumptions one is often led to make. I then take great pleasure in developing the
necessary theoretical or methodological points. I am always surprised how simple applied
questions might lead to sophisticated as well as useful statistical developments and questions.
Finally, I place great emphasis on returning as much as possible to the field of application
by providing tools or working collaboratively to communicate the obtained results .
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Appendix A

Some definitions and notations

A.1 Summary of the different symbols

A.1.1 Probabilistic symbols

E {} General notation for the expectation
Eθ {} Expectation under parameter θ
P {} General notation for the probability
(d)−→ Convergence in distribution
W A Brownian motion process
W µ A Brownian motion with drift µ
U An Ornstein Uhlenbeck process

A.1.2 Generic mathematical symbol

⊺ Transposition symbol
S +

2 the set of 2× 2 symmetric positive definite matrices
vec(A) if A is a m× n matrix, vec(A) = [a11, . . . , am1, a12 . . . , am2, . . . , a1n . . . , amn]

⊺

∇ Gradient operator
∆ Laplace operator
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A.2 Abreviations

cdf Cumulative distribution function
iid Independent and Identically Distributed
pdf Probability distribution function
rv Random variables
DAG Directed Acyclic Graph
DP Dynamic Programming
EM Expectation Maximization
OU Ornstein Uhlenbeck
POD Partially Observed Diffusion

A.3 Operations

Definition 1 (Kronecker product). Let A and B be 2× 2 matrices, the Kronecker product
is a 4× 4 matrix defined by:

A⊗B =

(
a11B a12B
a21B a22B

)
Definition 2 (Kronecker sum). Let A and B be 2×2 matrices, the Kronecker sum is defined
by

A⊕B = A⊗ I2 + I2 ⊗B
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Résumé

Des nouvelles méthodes d’observations des organismes vivants font nâıtre de nouvelles
questions biologiques, de nouveaux types de données et un besoin de nouvelles méthodes
d’analyse pour exploiter l’information qu’elles contiennent. Dans mon travail de recherche,
je cherche à proposer et à étudier des modèles mathématiques pertinents pour répondre à des
questions en génomique ou plus souvent en écologie. Ces modèles s’inscrivent principalement
dans la famille des modèles Markoviens, potentiellement avec une structure cachée. Mes
contributions en terme de recherche portent sur trois points essentiels. Une composante
probabiliste qui se nourrit de problématique en génomique et qui m’a conduit à étudier
la convergence de certains processus stochastique vers leur limite en temps continu. Un
aspect statistique pour proposer des méthodes d’estimation, notamment dans le contexte de
l’écologie du mouvement et plus spécifiquement pour des modèles définis par une équation
différentielle stochastique partiellement observée. Une composante de modélisation pour
proposer des modèles adaptés aux questions biologiques et aux types de données disponibles,
notamment dans le cadre du suivi de la taille et de la répartition de population animale,
exploitée ou non.

Abstract

New observation technics of living organisms give rise to new biological questions, new
types of data and the need for the development of new statistical methods. My research
aims to propose and study relevant mathematical models to answer questions in genomics
or more often in ecology. These models belong most often to the Markovian models family,
potentially built with a hidden structure. My contributions can be grouped into three
main aspects.. A probabilistic component that feeds on genomic problems and that led
me to study the convergence of certain stochastic processes to their limit in continuous
time. A statistical aspect which consists in proposing estimation methods, particularly in
the context of movement ecology and more specifically for models defined by a partially
observed stochastic differential equation. A modeling activity to build relevant models
for answering biological questions, given the available data in the context of population
monitoring, whether exploited or not.
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